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About This Guide

This guide describes how to install, upgrade, configure, and manage Novell Cluster Services for
Open Enterprise Server (OES) 2015 SP1. It is divided into the following sections:

*

*

Chapter 1, “Overview of Novell Cluster Services,” on page 17

Chapter 2, “What's New or Changed for Novell Cluster Services,” on page 29

Chapter 3, “Planning for a Cluster,” on page 31

Chapter 4, “Planning for Novell Cluster Services,” on page 37

Chapter 5, “Installing, Configuring, and Repairing Novell Cluster Services,” on page 61

Chapter 6, “Joining an OES 2015 SP1 Cluster Node and Cluster Resource to an Active Directory
Domain,” on page 93

Chapter 7, “Upgrading OES Clusters,” on page 103

Chapter 8, “Upgrading Clusters from OES 2 SP3 to OES 2015 SP1,” on page 107
Chapter 9, “Configuring Cluster Policies, Protocols, and Properties,” on page 117
Chapter 10, “ Managing Clusters,” on page 155

Chapter 11, “Configuring and Managing Cluster Resources,” on page 197
Chapter 12, “Quick Reference for Clustering Services and Data,” on page 237

Chapter 13, “Configuring and Managing Cluster Resources for Shared NSS Pools and
Volumes,” on page 241

Chapter 14, “Configuring and Managing Cluster Resources for Shared LVM Volume Groups,” on
page 333

Chapter 15, “Upgrading and Managing Cluster Resources for Linux POSIX Volumes with CSM
Containers,” on page 405

Chapter 16, “Configuring Novell Cluster Services in a Virtualization Environment,” on page 427
Chapter 17, “Troubleshooting Novell Cluster Services,” on page 443

Chapter 18, “Security Considerations,” on page 453

Appendix A, “Console Commands for Novell Cluster Services,” on page 455

Appendix B, “Files for Novell Cluster Services,” on page 487

Appendix C, “Electing a Master Node,” on page 491

Appendix D, “Clusters Plug-In Changes for Novell iManager 2.7.5,” on page 495

Appendix E, “ Documentation Updates,” on page 501

Audience

This guide is intended for cluster administrators, or anyone who is involved in installing, configuring,
and managing Novell Cluster Services.

Understanding of file systems and services that are used in the cluster is assumed.

About This Guide 15



Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the User Comments feature at the bottom of each page of the
online documentation.

Documentation Updates

The latest version of this Novell Cluster Services for Linux Administration Guide is available on the
OES 2015 SP1 documentation website (http://www.novell.com/documentation/oes2015/).

Additional Documentation

For information about other OES products, see the OES 2015 SP1 documentation website (http://
www.novell.com/documentation/oes2015/).

For links to information about clustering OES services and Linux services with Novell Cluster
Services, see Chapter 12, “Quick Reference for Clustering Services and Data,” on page 237.

For information about using Novell Cluster Services in a VMware virtual environment, see the OES
2015 SP1: Novell Cluster Services Implementation Guide for VMware.

For information about converting clusters from NetWare to Linux, see the OES 2015 SP1: Novell
Cluster Services NetWare to Linux Conversion Guide.

For information about Novell Cluster Services for NetWare 6.5 SP8, see the “Clustering NetWare
Services” list on the NetWare 6.5 SP8 Clustering (High Availability) documentation website (http://
www.novell.com/documentation/nw65/cluster-services.html#clust-config-resources).
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Overview of Novell Cluster Services

Novell Cluster Services for Open Enterprise Server (OES) is a multiple-node server clustering system
that ensures high availability and manageability of critical network resources including data,
applications, and services. It stores information in NetlQ eDirectory about the cluster and its
resources. It supports failover, failback, and cluster migration of individually managed cluster
resources. You can cluster migrate a resource to a different server in order to perform rolling cluster
maintenance or to balance the resource load across member nodes.

+ Section 1.1, “Why Should | Use Clusters?,” on page 17

+ Section 1.2, “Benefits of Novell Cluster Services,” on page 18
¢ Section 1.3, “Product Features,” on page 18

+ Section 1.4, “Clustering for High Availability,” on page 18

+ Section 1.5, “Shared Disk Scenarios,” on page 20

+ Section 1.6, “Terminology,” on page 23

Why Should | Use Clusters?

A server cluster is a group of redundantly configured servers that work together to provide highly
available access for clients to important applications, services, and data while reducing unscheduled
outages. The applications, services, and data are configured as cluster resources that can be failed
over or cluster migrated between servers in the cluster. For example, when a failure occurs on one
node of the cluster, the clustering software gracefully relocates its resources and current sessions to
another server in the cluster. Clients connect to the cluster instead of an individual server, so users
are not aware of which server is actively providing the service or data. In most cases, users are able
to continue their sessions without interruption.

Each server in the cluster runs the same operating system and applications that are needed to
provide the application, service, or data resources to clients. Storage is shared among servers. In
case of failures, data can remain available through a different path. Clustering software monitors the
health of each of the member servers by listening for its heartbeat, a simple message that lets the
others know it is alive.

The cluster’s virtual server provides a single point for accessing, configuring, and managing the
cluster servers and resources. The virtual identity is bound to the cluster’s master node and remains
with the master node regardless of which member server acts the master node. The master server
also keeps information about each of the member servers and the resources they are running. If the
master server fails, the control duties are passed to another server in the cluster.
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1.2 Benefits of Novell Cluster Services

Novell Cluster Services provides high availability for data and services running on OES servers. You
can configure up to 32 OES servers in a high-availability cluster, where resources can be dynamically
relocated to any server in the cluster. Each cluster resource can be configured to automatically fail
over to a preferred server if there is a failure on the server where it is currently running. In addition,
costs are lowered through the consolidation of applications and operations onto a cluster.

Novell Cluster Services allows you to manage a cluster from a single point of control and to adjust
resources to meet changing workload requirements (thus, manually “load balance” the cluster).
Resources can also be cluster migrated manually to allow you to troubleshoot hardware. For
example, you can move applications, websites, and so on to other servers in your cluster without
waiting for a server to fail. This helps you to reduce unplanned service outages and planned outages
for software and hardware maintenance and upgrades.

Novell Cluster Services clusters provide the following benefits over stand-alone servers:

+ Increased availability of applications, services, and data
+ Improved performance

+ Lower cost of operation

+ Scalability

+ Disaster recovery

+ Data protection

+ Server consolidation

+ Storage consolidation

1.3 Product Features

Novell Cluster Services includes several important features to help you ensure and manage the
availability of your network resources:

+ Support for shared SCSI, iISCSI, or Fibre Channel storage subsystems. Shared disk fault
tolerance can be obtained by implementing RAID on the shared disk subsystem.

+ Multi-node all-active cluster (up to 32 nodes). Any server in the cluster can restart resources
(applications, services, IP addresses, and file systems) from a failed server in the cluster.

+ A single point of administration through the browser-based Novell iManager, which allows you to
remotely manage the cluster. You can use the Clusters plug-in to manage and monitor clusters
and cluster resources, and to configure the settings and scripts for cluster resources.

+ The ability to tailor a cluster to the specific applications and hardware infrastructure that fit your
organization.

+ Dynamic assignment and reassignment of server storage as needed.

+ The ability to use email to automatically notify administrators of cluster events and cluster state
changes.

1.4 Clustering for High Availability

A Novell Cluster Services for Linux cluster consists of the following components:

+ 210 32 OES 2015 SP1 servers, each containing at least one local disk device.
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+ Novell Cluster Services software running on each Linux server in the cluster.

+ A shared disk subsystem connected to all servers in the cluster (optional, but recommended for

most configurations).

+ Equipment to connect servers to the shared disk subsystem, such as one of the following:

+ High-speed Fibre Channel cards, cables, and switches for a Fibre Channel SAN

+ Ethernet cards, cables, and switches for an iSCSI SAN

+ SCSI cards and cables for external SCSI storage arrays

The benefits that Novell Cluster Services provides can be better understood through the following

scenario.

Suppose you have configured a three-server cluster, with a web server installed on each of the three

servers in the cluster. Each of the servers in the cluster hosts two websites. All the data, graphics,
and web page content for each website is stored on a shared disk system connected to each of the

servers in the cluster. Figure 1-1 depicts how this setup might look.

Figure 1-1 Three-Server Cluster
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the cluster and performs periodic polling of all registered resources to detect failure.

Suppose Web Server 1 experiences hardware or software problems and the users who depend on
Web Server 1 for Internet access, email, and information lose their connections. Figure 1-2 shows

how resources are moved when Web Server 1 fails.
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Figure 1-2 Three-Server Cluster after One Server Fails
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Web Site A moves to Web Server 2 and Web Site B moves to Web Server 3. IP addresses and
certificates also move to Web Server 2 and Web Server 3.

When you configured the cluster, you decided where the websites hosted on each web server would
go if a failure occurred. You configured Web Site A to move to Web Server 2 and Web Site B to move
to Web Server 3. This way, the workload once handled by Web Server 1 is evenly distributed.

When Web Server 1 failed, Novell Cluster Services software did the following:

+ Detected a failure.

+ Remounted the shared data directories (that were formerly mounted on Web Server 1) on Web
Server 2 and Web Server 3 as specified.

+ Restarted applications (that were running on Web Server 1) on Web Server 2 and Web Server 3
as specified.

+ Transferred IP addresses to Web Server 2 and Web Server 3 as specified.

In this example, the failover process happened quickly and users regained access to website
information within seconds, and in most cases, without logging in again.

Now suppose the problems with Web Server 1 are resolved, and Web Server 1 is returned to a
normal operating state. Web Site A and Web Site B automatically fail back (that is, they are moved
back to Web Server 1) if failback is configured for those resources, and Web Server operation returns
to the way it was before Web Server 1 failed.

Novell Cluster Services also provides resource migration capabilities. You can move applications,
websites, and so on to other servers in your cluster without waiting for a server to fail.

For example, you could manually move Web Site A or Web Site B from Web Server 1 to either of the
other servers in the cluster. You might want to do this to upgrade or perform scheduled maintenance
on Web Server 1, or to increase performance or accessibility of the websites.

Shared Disk Scenarios

Typical cluster configurations normally include a shared disk subsystem connected to all servers in
the cluster. The shared disk subsystem can be connected via high-speed Fibre Channel cards,
cables, and switches, or it can be configured to use shared SCSI or iISCSI. If a server fails, another
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designated server in the cluster automatically mounts the shared disk directories previously mounted
on the failed server. This gives network users continuous access to the directories on the shared disk
subsystem.

¢ Section 1.5.1, “Using Fibre Channel Storage Systems,” on page 21
¢ Section 1.5.2, “Using iSCSI Storage Systems,” on page 22
+ Section 1.5.3, “Using Shared SCSI Storage Systems,” on page 23

1.5.1 Using Fibre Channel Storage Systems

Fibre Channel provides the best performance for your storage area network (SAN). Figure 1-3 shows
how a typical Fibre Channel cluster configuration might look.

Figure 1-3 Typical Fibre Channel Cluster Configuration
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1.5.2 Using iSCSI Storage Systems

iSCSI is an alternative to Fibre Channel that can be used to create a lower-cost SAN with Ethernet
equipment. Figure 1-4 shows how a typical iISCSI cluster configuration might look.

Figure 1-4 Typical iISCSI Cluster Configuration
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1.5.3 Using Shared SCSI Storage Systems

You can configure your cluster to use shared SCSI storage systems. This configuration is also a
lower-cost alternative to using Fibre Channel storage systems. Figure 1-5 shows how a typical
shared SCSI cluster configuration might look.

Figure 1-5 Typical Shared SCSI Cluster Configuration
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1.6 Terminology

Before you start working with a Novell Cluster Services cluster, you should be familiar with the terms
described in this section:

+ Section 1.6.1, “The Cluster,” on page 23

¢ Section 1.6.2, “Cluster Resources,” on page 24

+ Section 1.6.3, “Failover Planning,” on page 26

1.6.1 The Cluster

A cluster is a group 2 to 32 servers configured with Novell Cluster Services so that data storage
locations and applications can transfer from one server to another to provide high availability to users.

¢ “Cluster IP Address” on page 24

+ “Server IP Address” on page 24

+ “Master Node” on page 24

+ “Slave Node” on page 24

+ “Split-Brain Detector (SBD)” on page 24

+ “Shared Storage” on page 24
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Cluster IP Address

The unique static IP address for the cluster.

Server IP Address

Each server in the cluster has its own unique static IP address.

Master Node

The first server that comes up in an cluster is assigned the cluster IP address and becomes the
master node. The master node monitors the health of the cluster nodes. It also synchronizes updates
about the cluster to eDirectory. If the master node fails, Cluster Services migrates the cluster IP
address to another server in the cluster, and that server becomes the master node. For information
about how a new master is determined, see Appendix C, “Electing a Master Node,” on page 491.

Slave Node

Any member node in the cluster that is not currently acting as the master node.

Split-Brain Detector (SBD)

A small shared storage device where data is stored to help detect and prevent a split-brain situation
from occurring in the cluster. If you use shared storage in the cluster, you must create an SBD for the
cluster.

A split brain is a situation where the links between the nodes fail, but the nodes are still running.
Without an SBD, each node thinks that the other nodes are dead, and that it should take over the
resources in the cluster. Each node independently attempts to load the applications and access the
data, because it does not know the other nodes are doing the same thing. Data corruption can occur.
An SBD’s job is to detect the split-brain situation, and allow only one node to take over the cluster
operations.

Shared Storage

Disks or LUNSs attached to nodes in the cluster via SCSI, Fibre Channel, or iSCSI fabric. Only devices
that are marked as shareable for clustering can be cluster-enabled.

1.6.2 Cluster Resources

A cluster resource is a single, logical unit of related storage, application, or service elements that can
be failed over together between nodes in the cluster. The resource can be brought online or taken
offline on one node at a time.

+ “Resource IP Address” on page 25

+ “NCS Virtual Server” on page 25

+ “Resource Templates” on page 25

+ “Service Cluster Resource” on page 25

+ “Pool Cluster Resource” on page 25

+ “Linux POSIX Volume Cluster Resource” on page 26
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+ “NCP Volume Cluster Resource” on page 26
+ “DST Volume Cluster Resource” on page 26
+ “Cluster Resource Scripts” on page 26

Resource IP Address

Each cluster resource in the cluster has its own unique static IP address.

NCS Virtual Server

An abstraction of a cluster resource that provides location independent access for users to the
service or data. The user is not aware of which node is actually hosting the resource. Each cluster
resource has a virtual server identity based on its resource IP address. A name for the virtual server
can be bound to the resource IP address.

Resource Templates

A resource template contains the default load, unload, and monitor scripts and default settings for
service or file system cluster resources. Resource templates are available for the following OES
services and file systems:

+ Novell Archive and Version Services (removed in OES 11 SP2)

+ Novell DHCP

+ Novell DNS

+ Generic file system (for LVM-based Linux POSIX volumes)

+ NSS file system (for NSS pool resources)

+ Generic IP service

+ Novell iFolder 3.x

+ Novell iPrint

+ MySQL

+ Novell Samba

Personalized templates can also be created. See Section 11.3, “Using Cluster Resource Templates,”
on page 204.

Service Cluster Resource

An application or OES service that has been cluster-enabled. The application or service is installed
on all nodes in the cluster where the resource can be failed over. The cluster resource includes
scripts for loading, unloading, and monitoring. The resource can also contain the configuration
information for the application or service.

Pool Cluster Resource

A cluster-enabled Novell Storage Services pool. Typically, the shared pool contains only one NSS
volume. The file system must be installed on all nodes in the cluster where the resource can be failed
over. The NSS volume is bound to an NCS Virtual Server object (NCS:NCP Server) and to the
resource IP address. This provides location independent access to data on the volume for NCP,
Novell AFP, and Novell CIFS clients.
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Linux POSIX Volume Cluster Resource

A cluster-enabled Linux POSIX volume. The volume is bound to the resource IP address. This
provides location-independent access to data on the volume via native Linux protocols such as
Samba or FTP. You can optionally create an NCS Virtual Server object (NCS:NCP Server) for the
resource as described in Section 14.5, “Creating a Virtual Server Object for an LVM Volume Group
Cluster Resource,” on page 373.

NCP Volume Cluster Resource

An NCP volume (or share) that has been created on top of a cluster-enabled Linux POSIX volume.
The NCP volume is re-created by a command in the resource load script whenever the resource is
brought online. The NCP volume is bound to an NCS Virtual Server object (NCS:NCP Server) and to
the resource IP address. This provides location-independent access to the data on the volume for
NCP clients in addition to the native Linux protocols such as Samba or FTP. You must create an NCS
Virtual Server object (NCS:NCP Server) for the resource as described in Section 14.5, “Creating a
Virtual Server Object for an LVM Volume Group Cluster Resource,” on page 373.

DST Volume Cluster Resource

A cluster-enabled Novell Dynamic Storage Technology volume made up of two shared NSS volumes.
Both shared volumes are managed in the same cluster resource. The primary volume is bound to an
NCS Virtual Server object (NCS:NCP Server) and to the resource IP address. This provides location
independent access to data on the DST volume for NCP and Novell CIFS clients. (Novell AFP does
not support DST volumes.)

If Novell Samba is used instead of Novell CIFS, the cluster resource also manages FUSE and
ShadowFS. You point the Samba configuration file to /media/shadowfs/dst primary volume name
to provide users a merged view of the data.

Cluster Resource Scripts

Each cluster resource has a set of scripts that are run to load, unload, and monitor a cluster resource.
The scripts can be personalized by using the Clusters plug-in for iManager.

Failover Planning

+ “Heartbeat” on page 27

+ “Quorum” on page 27

+ “Preferred Nodes” on page 27
+ “Resource Priority” on page 27
+ “Resource Mutual Exclusion Groups” on page 27
+ “Failover” on page 27

+ “Fan-Out Failover” on page 27
+ “Failback” on page 27

+ “Cluster Migrate” on page 27

+ “Leave a Cluster” on page 27
+ “Join a Cluster” on page 28
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Heartbeat

A signal sent between a slave node and the master node to indicate that the slave node is alive. This
helps to detect a node failure.

Quorum

The administrator-specified number of nodes that must be up and running in the cluster before cluster
resources can begin loading.

Preferred Nodes

One or more administrator-specified nodes in the cluster that can be used for a resource. The order
of nodes in the Preferred Nodes list indicates the failover preference. Any applications that are
required for a cluster resource must be installed and configured on the assigned nodes.

Resource Priority

The administrator-specified priority order that resources should be loaded on a node.

Resource Mutual Exclusion Groups

Administrator-specified groups of resources that should not be allowed to run on the same node at
the same time. This Clusters plug-in feature is available only for clusters running OES 2 SP3 and
later.

Failover
The process of automatically moving cluster resources from a failed node to an assigned functional

node so that availability to users is minimally interrupted. Each resource can be failed over to the
same or different nodes.

Fan-Out Failover

A configuration of the preferred nodes that are assigned for cluster resources so that each resource
that is running on a node can fail over to different secondary nodes.

Failback

The process of returning cluster resources to their preferred primary node after the situation that
caused the failover has been resolved.

Cluster Migrate

Manually triggering a move for a cluster resource from one node to another node for the purpose of
performing maintenance on the old node, to temporarily lighten the load on the old node, and so on.

Leave a Cluster

A node leaves the cluster temporarily for maintenance. The resources on the node are cluster
migrated to other nodes in their preferred nodes list.
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Join a Cluster

A node that has previously left the cluster rejoins the cluster.
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2.1

2.2

What’s New or Changed for Novell
Cluster Services

This section describes enhancements and changes in Novell Cluster Services since the initial release
Open Enterprise Server (OES) 2015.

What’s New or Changed for Novell Cluster
Services (OES 2015 SP1)

Cluster Services in OES 2015 SP1 has been modified for bug fixes. There are no new features or
enhancements in OES 2015 SP1.

Pool and Volume Changes Introduce Mixed-Node Caveats
As you transition your clusters to OES 2015 SP1, keep the following caveat in mind:

Pre-OES 2015 SP1 Servers Can't Access Trustee Index Enabled Pools: If you have mixed-node
clusters, keep in mind that pre-OES 2015 SP1 servers cannot provide failover access to Trustee
Index enabled pools.

What’s New or Changed in Novell Cluster Services
(OES 2015)

Novell Cluster Services provides the following enhancements and changes in Novell Open Enterprise
Server (OES) 2015.

+ “A New Option to Repair an OES Linux Cluster” on page 29

+ “A New Command Option to View Recent Cluster Events” on page 30

+ “A New Utility to Query Recent Cluster Events” on page 30

+ “Joining OES 2015 Cluster Resources to an Active Directory Domain” on page 30
¢ “Pool and Volume Changes Introduce Mixed-Node Caveats” on page 30

A New Option to Repair an OES Linux Cluster

The Repair option is useful when you see a mismatch in the cluster resource list or the resource
priority list. The cluster repair makes the resource list consistent with the resource objects.

For example, if the cluster status command output is blank or the deleted resources are still listed, the
repair option makes the resource list match the resource objects. Resources are then displayed
properly in both CLI command output and iManager.

For more information, see “Repairing a Cluster” in the OES 2015 SP1: Novell Cluster Services for
Linux Administration Guide.
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A New Command Option to View Recent Cluster Events

The command sbdutil -r lets you view all log entries of cluster events from the oldest to the
newest. You can pipe the output through the tac command to print the log entries in reverse order.

For more information, see “SBD Utility” in the OES 2015 SP1: Novell Cluster Services for Linux
Administration Guide.

A New Utility to Query Recent Cluster Events

The querylog lets you view recent cluster events. Events can be node specific (for example, when a
node joined or left the cluster) or they can be resource specific (for example, when a resource
changed state from loading to running).

You can specify a relative date range (a period of time that is relative to the current date) to find log
records. Specifying the relative date range enables you save your queries and execute them as
required, without needing to alter the date range. Examples of relative date ranges include: 10 days
ago, Yesterday, Last Friday, and so forth.

For more information, see “Querylog Utility” in the OES 2015 SP1: Novell Cluster Services for Linux
Administration Guide.

Joining OES 2015 Cluster Resources to an Active Directory Domain

You can join OES 2015 cluster resources to an Active Directory domain using either of the following
utilities:

+ novell-ad-util: novell-ad-util. For more information, see Domain Join Tool to Join the OES
2015 Servers to an Active Directory Domain in the OES 2015 SP1: NSS AD Administration
Guide.

+ NSSMU: nNssMu. For more information, see “Joining Cluster Pools to the AD Domain” under NSS
Management Utility (NSSMU) Quick Reference in the OES 2015 SP1: NSS File System
Administration Guide for Linux.

Pool and Volume Changes Introduce Mixed-Node Caveats
As you transition your clusters to OES 2015, keep the following caveats in mind:

+ Pre-OES 2015 Servers Can’t Access 64-bit Pools and Volumes: If you have mixed-node
clusters, keep in mind that pre-OES 2015 servers cannot provide failover access to 64-bit
volumes because 64-bit volumes are media upgraded for NSS AD integration support.

+ Pre-OES 2015 Servers Can’t Access AD-Enabled 32-bit Pools and Volumes: If you have
mixed-node clusters, keep in mind that pre-OES 2015 servers cannot provide failover access to
32-bit volumes that are media upgraded for NSS AD integration support.
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3.1

3.2

Planning for a Cluster

The success of your high-availability cluster solution depends on its stability and robustness. Use the
guidelines in this section to design your Novell Cluster Services cluster and cluster environment.

IMPORTANT: For information about the system requirements for installing and using Novell Cluster
Services, see Chapter 4, “Planning for Novell Cluster Services,” on page 37.

¢ Section 3.1, “Determining Your Design Criteria,” on page 31

¢ Section 3.2, “Using Cluster Best Practices,” on page 31

¢ Section 3.3, “Planning the LAN Connectivity,” on page 32

+ Section 3.4, “Planning the Shared Storage Connectivity,” on page 33

¢ Section 3.5, “Planning the Shared Storage Solution,” on page 34

+ Section 3.6, “Planning the eDirectory Deployment,” on page 34

+ Section 3.7, “Planning for Shared Storage as Cluster Resources,” on page 35

+ Section 3.8, “Planning for OES Services as Cluster Resources,” on page 35

Determining Your Design Criteria

The purpose of designing a resilient cluster is to ensure that your essential data and services are
highly available. Setting up data and services as cluster resources allows them to be moved between
nodes in the same cluster. This helps eliminate or minimize the downtime caused by a server failure
or maintenance.

You can determine what data and services to set up as cluster resources by asking and answering
the following questions:

O What are the key services that drive your business?

O What services are essential for business continuance?
O What is the cost of downtime for the essential services?
a

Based on their mission-critical nature and cost of downtime, what services are the highest
priority for business continuance?

a

What data is necessary to support the highest-priority services?

a

How much data is involved, and how important is it?

Using Cluster Best Practices

Using the following cluster best practices can help you avoid potential problems with your cluster:

+ Ensure that eDirectory is stable before implementing a cluster.

+ Ensure that you have full Read/Write replicas of the entire eDirectory tree co-located in the data
center where you are setting up the cluster.
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+ Ensure that IP addresses are unique.
+ Consistently apply IP address assignments for each cluster and its cluster resources.

+ Make IP address changes for the cluster and cluster resources only by using the procedure
described in Section 9.13.2, “Moving a Cluster or Changing IP Addresses of Cluster Nodes and
Resources,” on page 149.

IP address changes for cluster resources should always be made on the Protocols page of the
iManager Clusters plug-in, not directly in load, unload, and monitor scripts. This is the only way
to change the IP address on the virtual NCS:NCP Server object in eDirectory.

+ Ensure that Volume IDs used for a cluster resources are unique across all nodes.

Each cluster node automatically assigns volume ID 0 to volume sys and volume ID 1 to volume
_ADMIN. Cluster-enabled volumes use high volume IDs, starting from 254 in descending order.
Volume IDs can be assigned in the cluster load script. You can view the volume IDs assigned on
a node by using the ncpcon volumes command.

The Novell Client uses the volume ID to access a volume.
+ Consider each node’s configuration requirements for each of the services it is intended to host.

+ Create failover matrixes for each cluster resource so that you know what service is supported
and which nodes are the preferred nodes for failover.

3.3 Planning the LAN Connectivity

The primary objective of LAN connectivity in a cluster is to provide uninterrupted heartbeat
communications. Use the guidelines in this section to design the LAN connectivity for the cluster:
+ Section 3.3.1, “VLAN,” on page 32
¢ Section 3.3.2, “Channel Bonding,” on page 32
¢ Section 3.3.3, “Spanning Tree Protocol,” on page 33
+ Section 3.3.4, “IP Addresses,” on page 33

+ Section 3.3.5, “Name Resolution,” on page 33

331 VLAN

Use a dedicated VLAN (virtual local area network) for each cluster.

The cluster protocol is non-routable, so you cannot direct communications to specific IP addresses.
Using a VLAN for the cluster nodes provides a protected environment for the heartbeat process and
ensures that heartbeat packets are exchanged only between the nodes of a given cluster.

When you use a VLAN, no foreign host can interfere with the heartbeat. For example, using a VLAN
avoids broadcast storms that slow traffic and can result in false split-brain situations.

3.3.2 Channel Bonding

Servers should be redundantly cabled to the network in order to provide LAN fault tolerance,
preferably at both the adapter level and the link level. Consider connecting cluster nodes to
redundant access switches for fault tolerance.

Use channel bonding for the server adapters. Channel bonding combines Ethernet interfaces on a
host computer for redundancy or increased throughput. Higher-level software uses a single virtual-
network interface, and the channel bonding driver handles the complex choice of which physical-
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3.3.3

3.34

3.35

3.4

network interface to use. Channel bonding helps increase the availability of an individual cluster
node, which helps avoid or reduce the occurrences of failover caused by slow LAN traffic. See the /
usr/src/linux/Documentation/bonding.txt document.

Spanning Tree Protocol

Use the Spanning Tree Protocol (STP) to eliminate network topology loops. When you configure STP,
ensure that the Portfast Bridge Protocol Data Unit (BPDU) guard feature is enabled, or consider using
Rapid Spanning Tree Protocol (RSTP, IEEE 802.11w).

The default settings for STP inhibit the heartbeat for over 30 seconds whenever there is a change in
link status. Test your STP configuration with Novell Cluster Services running to ensure that a node is
not cast out of the cluster when a broken link is restored.

IP Addresses

Plan your IP address assignment so that it is consistently applied across each cluster. For each
cluster, provide a dedicated IP address range with sufficient addresses for the cluster. The addresses
do not need to be contiguous.

You need a unique static IP address for each of the following components of a cluster:

¢ Cluster (master IP address)
¢ Cluster nodes

+ Cluster resources (file system resources and service resources such as DHCP, DNS, SLP, FTP,
and so on)

Name Resolution

Ensure that SLP is properly configured for name resolution. See Section 4.6.4, “SLP,” on page 46.

Planning the Shared Storage Connectivity

The primary objective of the shared storage connectivity in a cluster is to provide solid and stable
connectivity between cluster nodes and the storage system. Before installing Novell Cluster Services
and setting up a cluster, ensure that the storage configuration is established and verified.

Use the guidelines in this section to design the storage connectivity for a cluster:

+ Use host-based multipath I/O management. See the following resources:
¢ Section 4.10, “Multipath 1/0 Configuration Requirements,” on page 57

+ “Managing Multipath I/O for Devices” (http://www.suse.com/documentation/sles11/
stor_admin/data/multipathing.html) in the SLES 11 Storage Administration Guide (http://
www.suse.com/documentation/sles11/stor_admin/data/bookinfo.html)

+ Connect each node via two fabrics to the storage area network (SAN).

+ Use redundant SAN connections to provide fault-tolerant connectivity between the cluster nodes
and the shared storage devices.

+ Use LUN masking to exclusively assign each LUN to one or more host connections. See
Section 4.9, “SAN Rules for LUN Masking,” on page 57.
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3.5

3.6

3.6.1

3.6.2

Planning the Shared Storage Solution

Use the guidelines in this section to design the shared storage solution for a cluster:
+ For maximum flexibility, you should create only one cluster resource per LUN.
A LUN cannot be concurrently accessed by servers belonging to different clusters. This means
that all resources on a given LUN can be active only in a given cluster at any given time.

+ You should use only one LUN per pool, and only one volume per pool. If you use multiple LUNs
for a given shared NSS pool, all LUNs must fail over together.

It is possible to create multiple pools per LUN or to use multiple LUNs per pool, but these
alternatives are not recommended.

Planning the eDirectory Deployment

Your NetlQ eDirectory solution for each cluster must consider the following configuration elements.
Your approach should be consistent across all clusters.

+ Section 3.6.1, “Object Location,” on page 34

+ Section 3.6.2, “Cluster OU Context,” on page 34

+ Section 3.6.3, “Cluster OU Partitioning and Replication,” on page 35

Object Location

Cluster nodes and Cluster objects can exist in any container in the eDirectory tree. The Virtual Server
object for the cluster and the objects for cluster resources are automatically created in the eDirectory
context of the server where the cluster resource is created and cluster-enabled.

IMPORTANT: You should create cluster resources on the master node of the cluster.

Cluster OU Context

Before you create a new cluster, use iManager to create an OU container for the cluster, and use the
OU container for the Cluster objects and Server objects.

Figure 3-1 Example: Clusterl Container and Its Objects
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3.6.3

3.7

3.8

Cluster OU Partitioning and Replication

Partition the Cluster OU, replicate it to dedicated eDirectory servers that are holding a replica of the

parent partition, and replicate it to all cluster nodes. This helps prevent resources from being stuck in
an NDS Sync state when a cluster resource’s configuration is modified.

If you do not want to put a replica of eDirectory on the node, you must configure one or multiple LDAP
servers for the node to use. The LDAP servers must have a master replica or a Read/Write replica of
eDirectory. For information about how to modify the LDAP server list that is used by a cluster, see
Section 9.13.1, “Changing the Administrator Credentials or LDAP Server IP Addresses for a Cluster,”

on page 147.

Planning for Shared Storage as Cluster Resources

Novell Cluster Services supports using cluster resources for the following file systems and storage

solutions:

File System or Storage Solution

See

Novell Storage Services (NSS) pools

Chapter 13, “Configuring and Managing Cluster
Resources for Shared NSS Pools and Volumes,” on
page 241

Linux LVM volume groups and logical volumes

Chapter 14, “Configuring and Managing Cluster
Resources for Shared LVM Volume Groups,” on
page 333

Linux POSIX volumes

Chapter 15, “Upgrading and Managing Cluster
Resources for Linux POSIX Volumes with CSM
Containers,” on page 405

NCP (NetWare Control Protocol) volumes (NCP
shares on cluster-enabled Linux POSIX volumes)

“Configuring NCP Volumes with Novell Cluster
Services” in the OES 2015 SP1: NCP Server for Linux
Administration Guide

Dynamic Storage Technology (DST) volumes (NSS
volumes configured in a shadow volume pair)

“Configuring DST Shadow Volume Pairs with Novell
Cluster Services” in the OES 2015 SP1: Dynamic
Storage Technology Administration Guide

Planning for OES Services as Cluster Resources

Novell Cluster Services supports using cluster resources for the following OES services:

Service

See

Apache Web Server

“Apache HTTP Server” in the OES 2015 SP1: Novell
Cluster Services NetWare to Linux Conversion Guide

Apple Filing Protocol

(Novell AFP)

“Configuring AFP with Novell Cluster Services for an
NSS File System” in the OES 2015 SP1: Novell AFP
for Linux Administration Guide

Certificate Server

(NetlQ eDirectory Server Certificates)

“eDirectory Server Certificates” in the OES 2015 SP1:
Novell Cluster Services NetWare to Linux Conversion
Guide

Planning for a Cluster
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Service

See

CIFS “Configuring CIFS with Novell Cluster Services for an
NSS File System” in the OES 2015 SP1: Novell CIFS

(Novell CIFS) for Linux Administration Guide

DFS VLDB “Clustering Novell Distributed File Services” in the

(Novell Distributed File Services Volume Location
Database)

OES 2015 SP1: Novell Distributed File Services
Administration Guide for Linux

DHCP Server on a Linux POSIX volume

“Configuring DHCP with Novell Cluster Services for
the Linux File System” in the OES 2015 SP1: DNS/
DHCP Services for Linux Administration Guide

DHCP Server on an NSS volume

“Configuring DHCP with Novell Cluster Services for
the NSS File System” in the OES 2015 SP1: DNS/
DHCP Services for Linux Administration Guide

DNS Server

“Configuring DNS with Novell Cluster Services” in the
OES 2015 SP1: DNS/DHCP Services for Linux
Administration Guide

iFolder 3.x

“Clustering iFolder Servers with Novell Cluster
Services for Linux” in the Novell iFolder 3.9.2
Administration Guide

iPrint

“Configuring iPrint with Novell Cluster Services” in the
OES 2015 SP1: iPrint Linux Administration Guide

MySQL

“High Availability and Scalability” in the MySQL 5.x
Reference Manual (http://dev.mysgl.com/doc/refman/
5.5/en/ha-overview.html)

“MySQL" in the OES 2015 SP1: Novell Cluster
Services NetWare to Linux Conversion Guide

NetStorage

“Configuring NetStorage with Novell Cluster Services”
in the OES 2015 SP1: NetStorage Administration
Guide for Linux.

PureFTPd

(Novell FTP)

“Cluster Enabling Pure-FTPd in an OES 2015 SP1
Environment” in the OES 2015 SP1: Planning and
Implementation Guide

Samba

(Novell Samba)

“Configuring Samba for LVM Volume Groups and
Novell Cluster Services” in the OES 2015 SP1: Novell
Samba Administration Guide
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Planning for Novell Cluster Services

This section describes the requirements for installing and using Novell Cluster Services on Open
Enterprise Server (OES) 2015 SP1 servers.

IMPORTANT: For information about designing your cluster and cluster environment, see Chapter 3,
“Planning for a Cluster,” on page 31.

+ Section 4.1, “Cluster Administration Requirements,” on page 37

+ Section 4.2, “IP Address Requirements,” on page 40

+ Section 4.3, “Volume ID Requirements,” on page 40

+ Section 4.4, “Hardware Requirements,” on page 41

+ Section 4.5, “Virtualization Environments,” on page 41

+ Section 4.6, “Software Requirements for Cluster Services,” on page 42

+ Section 4.7, “Software Requirements for Cluster Resources,” on page 51
+ Section 4.8, “Shared Disk Configuration Requirements,” on page 54

+ Section 4.9, “SAN Rules for LUN Masking,” on page 57

¢ Section 4.10, “Multipath I/O Configuration Requirements,” on page 57

4.1 Cluster Administration Requirements

You use different credentials to install and set up the cluster and to manage the cluster. This section
describes the tasks performed and rights needed for those roles.

¢ Section 4.1.1, “Cluster Installation Administrator,” on page 37

+ Section 4.1.2, “NCS Proxy User,” on page 38

+ Section 4.1.3, “Cluster Administrator or Administrator-Equivalent User,” on page 40

4.1.1 Cluster Installation Administrator

Typically, a tree administrator user installs and sets up the first cluster in a tree, which allows the
schema to be extended. However, the tree administrator can extend the schema separately, and then
set up the necessary permissions for a container administrator to install and configure the cluster.

NOTE: If the eDirectory administrator user name or password contains special characters (such as $,
#, and so on), some interfaces in iManager and YaST might not handle the special characters. If you
encounter problems, try escaping each special character by preceding it with a backslash (\) when
you enter credentials.

+ “eDirectory Schema Administrator” on page 38

+ “Container Administrator” on page 38
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eDirectory Schema Administrator

A tree administrator user with credentials to do so can extend the eDirectory schema before a cluster
is installed anywhere in a tree. Extending the schema separately allows a container administrator to
install a cluster in a container in that same tree without needing full administrator rights for the tree.

For instructions, see Section 5.2, “Extending the eDirectory Schema to Add Cluster Objects,” on
page 62.

IMPORTANT: It is not necessary to extend the schema separately if the installer of the first cluster
server in the tree has the eDirectory rights necessary to extend the schema.

Container Administrator

After the schema has been extended, the container administrator (or non-administrator user) needs
the following eDirectory rights to install Novell Cluster Services:

+ Attribute Modify rights on the NCP Server object of each node in the cluster.
+ Object Create rights on the container where the NCP Server objects are.
+ Object Create rights where the cluster container will be.

For instructions, see Section 5.3, “Assigning Install Rights for Container Administrators or Non-
Administrator Users,” on page 64.

412 NCS Proxy User

During the cluster configuration, you must specify an NCS Proxy User. This is the user name and
password that Novell Cluster Services uses when the cluster management tools exchange
information with eDirectory.

Novell Cluster Services supports the OES Common Proxy User enablement feature of eDirectory.
The proxy user is represented in eDirectory as a User object named

OESCommonProxy <server names.<contexts. If the OES Common Proxy user is enabled in
eDirectory when you configure a node for the cluster, the default NCS Proxy User is set to use the
server's OES Common Proxy User. You can alternatively specify the LDAP Admin user or another
administrator user.

The specified NCS Proxy User for the node is automatically assigned as a member in the
<cluster name> MGT GRP.<context> group that resides in the Cluster object container, such as
clusl MGT GRP.ncs.novell. The group accommodates the server-specific NCS Proxy Users that
you assign when you configure each node for the cluster. Members are added to the group as you
configure each node for a cluster. Each member of the group has the necessary rights for configuring
the cluster and cluster resources and for exchanging information with eDirectory.
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For example, Figure 4-1 shows that an OES Common Proxy User has been assigned as the NCS
Proxy User for each node in a four-node cluster. The nodes are named avalon, camelot, excalibur,
and cornwall. The context is novell.

Figure 4-1 Members of the NCS Management Group for a Cluster

Modify Object: gpclusi_MGT_GRF.ncs.novell

Member:

|. | @] [f[2]
OESCommonProxy_avalon.novell (]
OESCommonProxy_camelot.novell
OESCommonProxy_excalibur novell
OESCommonProxy_cornwall.novell

]

Count: 4

oK | Cancel | Apply | Refresh |

IMPORTANT: You can modify this default administrator user name or password for the user name
assigned as the NCS Proxy User after the install by following the procedure in Section 9.13, “Moving
a Cluster, or Changing the Node IP Addresses, LDAP Servers, or Administrator Credentials for a
Cluster,” on page 147.

Consider the following caveats for the three proxy user options:

+ “OES Common Proxy User” on page 39
+ “LDAP Admin User” on page 40
+ “Another Administrator User” on page 40

OES Common Proxy User

If you specify the OES Common Proxy user for a cluster and later disable the Common Proxy user
feature in eDirectory, the LDAP Admin user is automatically assigned to the
<cluster name> MGT GRP.<context> group, and the OES Common Proxy user is automatically
removed from the group.

If an OES Common Proxy User is renamed, moved, or deleted in eDirectory, eDirectory takes care of
the changes needed to modify the user information in the <cluster name> MGT GRP.<contexts>

group.

If a cluster node is removed from the tree, the OES Common Proxy User for that server is one of the
cluster objects that needs to be deleted from eDirectory.

For information about enabling or disabling the OES Common Proxy User, see the OES 2015 SP1:
Installation Guide. For caveats and troubleshooting information for the OES Common Proxy user, see
the OES 2015 SP1: Planning and Implementation Guide.
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4.1.3

40

4.2

4.3

LDAP Admin User

If you specify the LDAP Admin user as the NCS Proxy User, you typically continue using this identity
while you set up the cluster and cluster resources. After the cluster configuration is completed, you
create another user identity to use for NCS Proxy User, and grant that user sufficient administrator
rights as specified in “Cluster Administrator or Administrator-Equivalent User” on page 40.

Another Administrator User

You can specify an existing user name and password to use for the NCS Proxy User. Novell Cluster
Services adds this user name to the <cluster name> MGT GRP.<contexts> group.

Cluster Administrator or Administrator-Equivalent User

After the install, you can add other users (such as the tree administrator) as administrator equivalent
accounts for the cluster by configuring the following for the user account:

+ Give the user the Supervisor right to the Server object of each of the servers in the cluster.
¢ Linux-enable the user account with Linux User Management (LUM).

+ Make the user a member of a LUM-enabled administrator group that is associated with the
servers in the cluster.

IP Address Requirements

O Each server in the cluster must be configured with a unique static IP address.

O You need additional unique static IP addresses for the cluster and for each cluster resource and
cluster-enabled pool.

O All IP addresses used by the master cluster IP address, its cluster servers, and its cluster
resources must be on the same IP subnet. They do not need to be contiguous addresses.

Volume ID Requirements

A volume ID is a value assigned to represent the volume when it is mounted by NCP Server on an
OES server. The Novell Client accesses a volume by using its volume ID. Volume ID values range
from O to 254. On a single server, volume IDs must be unique for each volume. In a cluster, volume
IDs must be unique across all nodes in the cluster.

Unshared volumes are typically assigned low numbers, starting from 2 in ascending order. Volume
IDs 0 and 1 are reserved. Volume ID 0 is assigned by default to volume SYS. Volume ID 1 is assigned
by default to volume _ADMIN.

Cluster-enabled volumes use high volume IDs, starting from 254 in descending order. When you
cluster-enable a volume, Novell Cluster Services assigns a volume ID in the resource’s load script
that is unique across all nodes in a cluster. You can modify the resource’s load script to change the
assigned volume ID, but you must manually ensure that the new value is unique.

In a Novell Business Continuity Clustering (BCC) cluster, the volume IDs of BCC-enabled clustered
volumes must be unique across all nodes in every peer cluster. However, clustered volumes in
different clusters might have the same volume IDs. Duplicate volume IDs can prevent resources from
going online if the resource is BCC-migrated to a different cluster. When you BCC-enable a volume,
you must manually edit its load script to ensure that its volume ID is unique across all nodes in every
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4.4

4.5

peer cluster. You can use the ncpcon volumes command on each node in every peer cluster to
identify the volume IDs in use by all mounted volumes. Compare the results for each server to identify
the clustered volumes that have duplicate volume IDs assigned. Modify the load scripts to manually
assign unique volume IDs.

Hardware Requirements

The following hardware requirements for installing Novell Cluster Services represent the minimum
hardware configuration. Additional hardware might be necessary depending on how you intend to use
Novell Cluster Services.

(3 A minimum of two Linux servers, and not more than 32 servers in a cluster
O At least 512 MB of additional memory on each server in the cluster

J One non-shared device on each server to be used for the operating system
(J At least one network card per server in the same IP subnet.

In addition to Ethernet NICs, Novell Cluster Services supports VLAN on NIC bonding in OES 11
SP1 (with the latest patches applied) or later. No modifications to scripts are required. You can
use ethx or vlanx interfaces in any combination for nodes in a cluster.

In addition, each server must meet the requirements for Open Enterprise Server 2015 SP1. See
“Meeting All Server Software and Hardware Requirements” in the OES 2015 SP1: Installation Guide.

NOTE: Although identical hardware for each cluster server is not required, having servers with the
same or similar processors and memory can reduce differences in performance between cluster
nodes and make it easier to manage your cluster. There are fewer variables to consider when
designing your cluster and failover rules if each cluster node has the same processor and amount of
memory.

If you have a Fibre Channel SAN, the host bus adapters (HBASs) for each cluster node should be
identical and be configured the same way on each node.

Virtualization Environments

Xen and KVM virtualization software is included with SUSE Linux Enterprise Server. Novell Cluster
Services supports using Xen or KVN virtual machine (VM) guest servers as nodes in a cluster. You
can install Novell Cluster Services on the guest server just as you would a physical server. All
templates except the Xen and XenLive templates can be used on a VM guest server. For examples,
see Chapter 16, “Configuring Novell Cluster Services in a Virtualization Environment,” on page 427.

Novell Cluster Services is supported to run on a host server where it can be used to cluster the virtual
machine configuration files on Linux POSIX file systems. Only the Xen and XenLive templates are
supported for use in the XEN host environment. These virtualization templates are general, and can
be adapted to work for other virtualization environments, such as KVM and VMware. For information
about setting up Xen and XenLive cluster resources for a virtualization host server, see Section 16.2,
“Virtual Machines as Cluster Resources,” on page 428.
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4.6 Software Requirements for Cluster Services

Ensure that your system meets the following software requirements for installing and managing
Novell Cluster Services:

¢ Section 4.6.1, “Open Enterprise Server 2015 SP1,” on page 42

+ Section 4.6.2, “Novell Cluster Services,” on page 42

+ Section 4.6.3, “NetlQ eDirectory 8.8 SP8,” on page 43

+ Section 4.6.4, “SLP,” on page 46

¢ Section 4.6.5, “Novell iManager 2.7.7,” on page 47

+ Section 4.6.6, “Clusters Plug-in for iManager,” on page 48

+ Section 4.6.7, “Storage-Related Plug-Ins for iManager,” on page 49

+ Section 4.6.8, “SFCB and CIMOM,” on page 49

+ Section 4.6.9, “CASA 1.7,” on page 50

+ Section 4.6.10, “Web Browser,” on page 50

46.1 Open Enterprise Server 2015 SP1

Novell Cluster Services for Linux supports Open Enterprise Server 2015 SP1 running on 64-bit SUSE
Linux Enterprise Server 11 Service Pack 4 (SP4). Novell Cluster Services is one of the OES Services
patterns.

We recommend having uniform nodes in the cluster. The same release version of OES must be
installed and running on each node in the cluster.

Mixed-mode clusters with different operating system platforms are supported during rolling cluster
upgrades or conversions for the following scenarios:

Upgrading from See:

OES 2 SP3 Chapter 8, “Upgrading Clusters from OES 2 SP3 to OES 2015 SP1,” on page 107
OES 11 SP2 or OES Chapter 7, “Upgrading OES Clusters,” on page 103

2015

NetWare 6.5 SP8 OES 2015 SP1: Novell Cluster Services NetWare to Linux Conversion Guide

4.6.2 Novell Cluster Services

Novell Cluster Services is required for creating and managing clusters and shared resources on your
OES 2015 SP1 servers. Novell Cluster Services is one of the OES Services patterns on the OES
2015 SP1 Add-On DVD.
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4.6.3 NetlQ eDirectory 8.8 SP8

NetlQ eDirectory 8.8 SP8 is required for managing the Cluster object and Cluster Node objects for
Novell Cluster Services. eDirectory must be installed and running in the same tree where you create
the cluster. eDirectory can be installed on any node in the cluster, on a separate server, or in a
separate cluster. You can install an eDirectory master replica or replica in the cluster, but it is not
required to do so for Novell Cluster Services.

For information about using eDirectory, see NetlQ eDirectory 8.8 SP8 Administration Guide.

IMPORTANT: Because the cluster objects and their settings are stored in eDirectory, eDirectory must
be running and working properly whenever you modify the settings for the cluster or the cluster
resources.

In addition, ensure that your eDirectory configuration meets the following requirements:

+ “eDirectory Tree” on page 43

+ ‘“eDirectory Context” on page 43

¢ “Cluster Object Container” on page 44

¢ “Cluster Objects Stored in eDirectory” on page 45
+ “LDAP Server List” on page 46

eDirectory Tree

All servers in the cluster must be in the same eDirectory tree.

eDirectory Context

If you are creating a new cluster, the eDirectory context where the new Cluster object will reside must
be an existing context. Specifying a new context during the Novell Cluster Services configuration
does not create a new context.
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Cluster Object Container

We recommend that the Cluster object and all of its member Server objects and Storage objects be
located in the same OU context. Multiple Cluster objects can co-exist in the same eDirectory
container. In iManager, use Directory Administration > Create Object to create a container for the
cluster before you configure the cluster.

For example, Figure 4-2 shows an example where all clusters are configured in the ncs
organizational unit. Within the container, each cluster is in its own organizational unit, and the Server
objects for the nodes are in the same container as the Cluster object:

Figure 4-2 Same Container for Cluster Object and Server Objects

Tree Browse |\ Search

-4 AVALON_TREE.

i-_:_%‘ novell (34)

g ncs
f—'_j—“l& cluster1

-&' clus1

—B nodeict
—D node2ct
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%8 cluster2

-S* clus2

—D nodel1c2
—ﬂ node2c2
—g node3c2

If the servers in the cluster are in separate eDirectory containers, the user that administers the cluster
must have rights to the cluster server containers and to the containers where any cluster-enabled
pool objects are stored. You can do this by adding trustee assignments for the cluster administrator to
a parent container of the containers where the cluster server objects reside. See “eDirectory Rights”
in the NetlQ eDirectory 8.8 SP8 Administration Guide for more information.

Renaming a pool involves changing information in the Pool object in eDirectory. If Server objects for
the cluster nodes are in different containers, you must ensure that the shared pool is active on a
cluster node that has its NCP server object in the same context as the Pool object of the pool you are
going to rename. For information about renaming a shared pool, see Section 13.12, “Renaming a
Clustered NSS Pool,” on page 277.
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Cluster Objects Stored in eDirectory

Table 4-1 shows the cluster objects that are automatically created and stored in eDirectory under the

Cluster object (&') after you create a cluster:

Table 4-1 Cluster Objects

Icon eDirectory Object
& Master_IP_Address_Resource
@ Cluster Node object (servername)
hﬂ Resource Template objects. There are 11 default templates:

AV_Template
DHCP_Template
DNS_Template

Generic_FS_Template
Generic_IP_Service
iFolder_Template

iPrint_Template

MySQL_Template
Samba_Template

Xen_Template

XenLive_Template

For example, Figure 4-3 shows the 13 default eDirectory objects that are created in the Cluster

container as viewed from the Tree view in iManager:

Figure 4-3 Tree View of the Default eDirectory Objects in the Cluster
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Table 4-2 shows the cluster objects that are added to eDirectory when you add nodes or create
cluster resources:

Table 4-2 Cluster Resource Objects

Icon eDirectory Object

@ Cluster Node object (servername)

@, NSS Pool Resource object (poolname_SERVER)
B Resource object

Table 4-3 shows the cluster objects that are added to eDirectory when you add nodes or create
cluster resources in a Novell Business Continuity Cluster, which is made up of Novell Cluster
Services clusters:

Table 4-3 BCC Cluster Resource Objects

Icon eDirectory Object

&% BCC NSS Pool Resource object
ﬁﬁ BCC Resource Template object
B_# BCC Resource object

LDAP Server List

If eDirectory is not installed on a node, it looks to the LDAP server list for information about which
LDAP server to use. As a best practice, you should list the LDAP servers in the following order:

¢ Local to the cluster
+ Closest physical read/write replica

For information about configuring a list of LDAP servers for the cluster, see Section 9.13.1, “Changing
the Administrator Credentials or LDAP Server IP Addresses for a Cluster,” on page 147.

464 SLP

SLP (Service Location Protocol) is a required component for Novell Cluster Services on Linux when
you are using NCP to access file systems on cluster resources. NCP requires SLP for the ncpcon
bind and ncpcon unbind commands in the cluster load and unload scripts. For example, NCP is
needed for NSS volumes and for NCP volumes on Linux POSIX file systems.

SLP is not automatically installed when you select Novell Cluster Services. SLP is installed as part of
the eDirectory configuration during the OES 2015 installation. You can enable and configure SLP on
the eDirectory Configuration - NTP & SLP page. For information, see “Specifying SLP Configuration

Options” in the OES 2015 SP1.: Installation Guide.

When the SLP daemon (s1pd) is not installed and running on a cluster node, any cluster resource
that contains the ncpcon bind command goes comatose when it is migrated or failed over to the
node because the bind cannot be executed without SLP.
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4.6.5

The SLP daemon (s1pd) must also be installed and running on all nodes in the cluster when you
manage the cluster or cluster resources.

NCP Server re-registers cluster resource virtual NCP servers with SLP based on the setting for the
eDirectory advertise-life-time (n4u.nds.advertise-1ife-time) parameter. The parameter is set by
default to 3600 seconds (1 hour) and has a valid range of 1 to 65535 seconds.

You can use the ndsconfig set command to setthe n44 .nds.advertise-1ife-time parameter. To
reset the parameter in a cluster, perform the following tasks on each node of the cluster:

1 Log in to the node as the root user, then open a terminal console.

2 Take offline all of the cluster resources on the node, or cluster migrate them to a different server.
At a command prompt, enter

cluster offline <resource name>
or

cluster migrate <resource names> <target node name>

3 Modify the eDirectory SLP advertising timer parameter (n4u.nds.advertise-life-time), then
restart ndsd and slpd. At a command prompt, enter

ndsconfig set n4u.nds.advertise-life-time=<value in seconds>
rcndsd restart

rcslpd restart

4 Bring online all of the cluster resources on the node, or cluster migrate the previously migrated
resources back to this node.

cluster online <resource name>
or

cluster migrate <resource name> <node name>
5 Repeat the previous steps on the other nodes in the cluster.

OpenSLP stores the registration information in cache. You can configure the SLP Directory Agents to
preserve a copy of the database when the SLP daemon (s1pd) is stopped or restarted. This allows
SLP to know about registrations immediately when it starts.

For more information about configuring and managing SLP, see “Configuring OpenSLP for
eDirectory” in the NetlQ eDirectory 8.8 SP8 Administration Guide.

Novell iManager 2.7.7

Novell iManager 2.7.7 is required for configuring and managing clusters on OES 2015 SP1. Thisis a
Novell-skinned version of NetlQ iManager 2.7.7.

iManager must be installed on at least one computer in the same tree as the cluster. It can be
installed in the cluster or not in the cluster. For information about using iManager, see the iManager
documentation website (http://www.netig.com/documentation/imanager/index.html).

For SFCB (Small Footprint CIM Broker) and CIMOM requirements, see Section 4.6.8, “SFCB and
CIMOM,” on page 49.

For browser configuration requirements, see “Web Browser” on page 50.
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4.6.6 Clusters Plug-in for iManager

The Clusters plug-in for iManager provides the Clusters role where you can manage clusters and
cluster resources with Novell Cluster Services. The plug-in can be used on all operating systems
supported by iManager and iManager Workstation.

The following components must be installed in iManager:

¢ Clusters (ncsmgmt . rpm)

+ Common code for storage-related plug-ins (storagemgmt . rpm)

See “Storage-Related Plug-Ins for iManager” on page 49.

If iManager is also installed on the server, these files are automatically installed in iManager when

you install Novell Cluster Services.

The Clusters plug-in also provides an integrated management interface for Novell Business
Continuity Clustering (BCC). The additional interface is present only if BCC is installed on the server.
See the following table for information about the versions of BCC that are supported. BCC is sold
separately from OES. For purchasing information, see the BCC product page (http://www.novell.com/

products/businesscontinuity/).

BCC Release OES Support

iManager and Clusters Plug-In

BCC 2.0 OES 11 SP1

Novell iManager 2.7.6 or later

Requires the Clusters plug-in for OES 11 SP1 with the
latest patches applied.

See the BCC 2.0 Administration Guide for OES 11 SP1
(http://www.novell.com/documentation/bcc/
bcc20_admin_Ix/data/bookinfo.html).

BCC122 OES 2 SP3

Novell iManager 2.7.4 or later

Requires the Clusters plug-in for OES 2 SP3 and the
OES 2 SP3 April 2011 Scheduled Maintenance patch.

See the BCC 1.2.2: Administration Guide for OES 2 SP3
(http://www.novell.com/documentation/bcc/
bcc122_admin_Ix/data/bookinfo.html).

BCC1l21 OES 2 SP2

Novell iManager 2.7.3 or later

Requires the Clusters plug-in in the OES 2 SP2 January
2010 Maintenance patch.

See the BCC 1.2.1: Administration Guide for OES 2 SP2
(http://www.novell.com/documentation/bcc/
bccl121_admin_Ix/data/bookinfo.html).

BCC 1.1 SP2 NetWare 6.5 SP8

Novell iManager 2.7.2 or later

Requires the Clusters plug-in released in OES 2 SP1
Linux or NetWare 6.5 SP8, or a later version.

See the BCC 1.1 SP2 Administration Guide for NetWare
6.5 SP8 (http://www.novell.com/documentation/bcc/
bcell_admin_nw/data/bktitle.html).
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4.6.7

4.6.8

Storage-Related Plug-Ins for iManager

In OES 11 and later, the following storage-related plug-ins for Novell iManager share code in common
in the storagemgmt . rpm file:

Product Plug-In NPM File
Novell Apple Filing Protocol (AFP) File Protocols > AFP afpmgmt . rpm
Novell CIFS File Protocols > CIFS cifsmgmt.rpm
Novell Cluster Services Clusters ncsmgmt . rpm
Novell Distributed File Services Distributed File Services dfsmgmt . rpm
Novell Storage Services Storage nssmgmt . rpm

These additional plug-ins are needed when working with the NSS file system. Ensure that you include
the common storagemgmt . rpm plug-in module when installing any of these storage-related plug-ins.

IMPORTANT: If you use more than one of these plug-ins, you should install, update, or remove them
all at the same time to ensure that the common code works for all plug-ins.

Ensure that you uninstall the old version of the plug-ins before you attempt to install the new versions
of the plug-in files.

The plug-in files are included on the installation disk. The latest Novell storage-related plug-ins can
be downloaded as a single zipped download file from the Novell Downloads website (http://
download.novell.com). For information about installing plug-ins in iManager, see “Downloading and
Installing Plug-in Modules” in the NetlQ® iManager Administration Guide.

For information about working with storage-related plug-ins for iManager, see “Understanding
Storage-Related Plug-Ins” in the OES 2015 SP1: NSS File System Administration Guide for Linux.

SFCB and CIMOM

The Small Footprint CIM Broker (SFCB) replaces OpenWBEM for CIMOM activities in OES 11 and
later. SFCB provides the default CIMOM and CIM clients. When you install any OES components that
depend on WBEM, SFCB and all of its corresponding packages are installed with the components.
See “Small Footprint CIM Broker (SFCB)” in the OES 2015 SP1: Planning and Implementation Guide.

IMPORTANT: SFCB must be running and working properly whenever you modify the settings for the
cluster or the cluster resources.

Port 5989 is the default setting for Secure HTTP (HTTPS) communications. If you are using a firewall,
the port must be opened for CIMOM communications. Ensure that the CIMOM broker daemon is
listening on port 5989. Log in as the root user on the cluster master node, open a terminal console,
then enter the following at the command prompt:

netstat -an |grep -i5989

The Clusters plug-in (and all other storage-related plug-ins) for iManager require CIMOM connections
for tasks that transmit sensitive information (such as a user name and password) between iManager
and the _admin volume on the OES server that you are managing. Typically, CIMOM is running, so
this should be the normal condition when using the server. CIMOM connections use Secure HTTP
(HTTPS) for transferring data, and this ensures that sensitive data is not exposed.
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IMPORTANT: SFCB is automatically PAM-enabled for Linux User Management (LUM) as part of the
OES installation. Users not enabled for LUM cannot use the CIM providers to manage OES. The user
name that you use to log in to Novell iManager when you manage a cluster and the BCC cluster must
be an eDirectory user name that has been LUM-enabled.

For more information about the permissions and rights needed by the administrator user, see
Section 4.1, “Cluster Administration Requirements,” on page 37.

If CIMOM is not currently running when you click OK or Finish for the task that sends the sensitive
information, you get an error message explaining that the connection is not secure and that CIMOM
must be running before you can perform the task.

IMPORTANT: If you receive file protocol errors, it might be because SFCB is not running.

You can use the rcsfcb command to help resolve CIMOM and SFCB issues:

To perform this task At a command prompt, enter as the root user
To start SFCB rcsfcbh start

To stop SFCB rcsfcb stop

To check SFCB status rcsfecb status

To restart SFCB rcsfcb restart

For more information, see “Web Based Enterprise Management using SFCB” (http://www.suse.com/
documentation/sles11/book_sle admin/data/cha_wbem.html) in the SUSE Linux Enterprise Server
11 Administration Guide (http://www.suse.com/documentation/sles11l/book_sle admin/data/
book_sle_admin.html).

469 CASA 1.7

Novell Cluster Services requires CASA (Common Authentication Service Adapter) 1.7 or later to be
installed and running on each node in the cluster.

The following table contains some useful commands for resolving CASA issues:

To perform this task At a command prompt, enter as the root user
To check CASA status rcmicasad status

To check that CASA is running correctly CASAcli -1

To restart CASA rcmicasad restart

46.10 Web Browser

For information about supported web browsers for Novell iManager, see “Using a Supported Web
Browser” in the NetlQ® iManager Administration Guide.

The Clusters plug-in for iManager might not operate properly if the highest priority Language setting
for your web browser is set to a language other than one of the supported languages in iManager. To
view a list of supported languages and codes in iManager, select the Preferences tab, click
Language. The language codes are Unicode (UTF-8) compliant.

50 OES 2015 SP1: Novell Cluster Services for Linux Administration Guide


http://www.suse.com/documentation/sles11/book_sle_admin/data/book_sle_admin.html
http://www.suse.com/documentation/sles11/book_sle_admin/data/book_sle_admin.html
https://www.netiq.com/documentation/imanager/pdfdoc/imanager_admin/imanager_admin.pdf#bouqsqh
https://www.netiq.com/documentation/imanager/pdfdoc/imanager_admin/imanager_admin.pdf#bouqsqh
https://www.netiq.com/documentation/imanager/pdfdoc/imanager_admin/imanager_admin.pdf#bookinfo

4.7

4.7.1

To avoid display problems, in your web browser, select Tools > Options > Languages, and then set
the first language preference in the list to a supported language. You must also ensure the Character
Encoding setting for the browser is set to Unicode (UTF-8) or ISO 8859-1 (Western, Western
European, West European).

+ In a Mozilla browser, select VView > Character Encoding, then select the supported character
encoding setting.

+ In an Internet Explorer browser, select View > Encoding, then select the supported character
encoding setting.

Software Requirements for Cluster Resources

Ensure that your system meets the following software requirements for creating and managing
storage cluster resources:
+ Section 4.7.1, “NCP Server for Linux,” on page 51
+ Section 4.7.2, “Novell Storage Services File System for Linux,” on page 52
¢ Section 4.7.3, “LVM Volume Groups and Linux POSIX File Systems,” on page 52
¢ Section 4.7.4, “NCP Volumes on Linux POSIX File Systems,” on page 53
+ Section 4.7.5, “Dynamic Storage Technology Shadow Volume Pairs,” on page 53
+ Section 4.7.6, “NCP File Access,” on page 53
¢ Section 4.7.7, “Novell AFP,” on page 53
¢ Section 4.7.8, “Novell CIFS,” on page 53
+ Section 4.7.9, “Novell Samba,” on page 54

+ Section 4.7.10, “Novell Domain Services for Windows,” on page 54

NCP Server for Linux

NCP Server for Linux is required in order to create virtual server names (NCS:NCP Server objects) for
cluster resources. This includes storage and service cluster resources. To install NCP Server, select
the NCP Server and Dynamic Storage Technology option during the install.

NCP Server for Linux also allows you to provide authenticated access to data by using the Novell
Trustee model. The NCP Server component must be installed and running before you can cluster-
enable the following storage resources:

+ NSS pools and volumes

+ NCP volumes on Linux POSIX file systems

+ Dynamic Storage Technology shadow volume composed of a pair of NSS volumes

¢ Linux Logical Volume Manager volume groups that use an NCS:NCP Server object, such as
those created by using the Novell Logical Volume Manger (NLVM) commands or the NSS
Management Utility (NSSMU)

WARNING: Cross-protocol file locking is required when using multiple protocols for data access on
the same volume. This helps prevent possible data corruption that might occur from cross-protocol
access to files. The NCP Cross-Protocol File Lock parameter is enabled by default when you install
NCP Server. If you modify the Cross-Protocol File Lock parameter, you must modify the setting on all
nodes in the cluster.
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4.1.2

4.7.3

NCP Server does not support cross-protocol locks across a cluster migration or failover of the
resource. If a file is opened with multiple protocols when the migration or failover begins, the file
should be closed and reopened after the migration or failover to acquire cross-protocol locks on the
new node.

See “Configuring Cross-Protocol File Locks for NCP Server” in the OES 2015 SP1: NCP Server for
Linux Administration Guide.

NCP Server for Linux is not required when running Novell Cluster Services on a Xen-based virtual
machine (VM) host server (DomO0) for the purpose of cluster-enabling an LVM volume group that
holds the configuration files for Xen-based VMs. Users do not directly access these VM files.

For information about configuring and managing NCP Server for Linux, see the OES 2015 SP1: NCP
Server for Linux Administration Guide.

For information about creating and cluster-enabling NCP volumes on Linux POSIX file systems, see
“Configuring NCP Volumes with Novell Cluster Services” in the OES 2015 SP1: NCP Server for Linux
Administration Guide.

Novell Storage Services File System for Linux

Novell Storage Services (NSS) file system on Linux provides the following capabilities used by Novell
Cluster Services:

+ |Initializing and sharing devices used for the SBD (split-brain detector) and for shared pools. See
Section 4.8.2, “SBD Partitions,” on page 55.

¢ Creating and cluster-enabling a shared pool. See Chapter 13, “Configuring and Managing
Cluster Resources for Shared NSS Pools and Volumes,” on page 241.

+ Creating and cluster-enabling a shared Linux Logical Volume Manager (LVM) volume group.
See Chapter 14, “Configuring and Managing Cluster Resources for Shared LVM Volume
Groups,” on page 333.

The NSS pool configuration and NCS pool cluster resource configuration provide integrated
configuration options for the following advertising protocols:

+ NetWare Core Protocol (NCP), which is selected by default and is mandatory for NSS. See
“NCP Server for Linux” on page 51.

+ Novell Apple Filing Protocol (AFP). See “Novell AFP” on page 53.
+ Novell CIFS. See “Novell CIFS” on page 53.

LVM Volume Groups and Linux POSIX File Systems

Novell Cluster Services supports creating shared cluster resources on Linux Logical Volume Manager
(LVM) volume groups. You can configure Linux POSIX file systems on the LVM volume group, such
as Ext3, XFS, and ReiserFS. LVM and Linux POSIX file systems are automatically installed as part of
the OES installation.

After the cluster is configured, you can create LVM volume group cluster resources as described in
Chapter 14, “Configuring and Managing Cluster Resources for Shared LVM Volume Groups,” on
page 333.

NCP Server is required if you want to create a virtual server name (NCS:NCP Server object) for the
cluster resource. You can add an NCP volume (an NCP share) on the Linux POSIX file system to give
users NCP access to the data. See Section 4.7.1, “NCP Server for Linux,” on page 51.
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4.7.4

4.7.5

4.7.6

4.7.7

4.7.8

NCP Volumes on Linux POSIX File Systems

After you cluster-enable an LVM volume group, Novell Cluster Services supports creating NCP
volumes on the volume group’s Linux POSIX file systems. NCP Server is required. See Section 4.7.1,
“NCP Server for Linux,” on page 51.

For information about creating and cluster-enabling NCP volumes, see “Configuring NCP Volumes
with Novell Cluster Services” in the OES 2015 SP1: NCP Server for Linux Administration Guide.

Dynamic Storage Technology Shadow Volume Pairs

Novell Cluster Services supports clustering for Novell Dynamic Storage Technology (DST) shadow
volume pairs on OES 11 and later. DST is installed automatically when you install NCP Server for
Linux. To use cluster-enabled DST volume pairs, select the NCP Server and Dynamic Storage
Technology option during the install.

For information about creating and cluster-enabling Dynamic Storage Technology volumes on Linux,
see “Configuring DST Shadow Volume Pairs with Novell Cluster Services” in the OES 2015 SP1:
Dynamic Storage Technology Administration Guide.

NCP File Access

Novell Cluster Services requires NCP file access to be enabled for cluster-enabled NSS volumes,
NCP volumes, and DST volumes, even if users do not access files via NCP. This is required to
support access control via the Novell Trustee model. See Section 4.7.1, “NCP Server for Linux,” on
page 51.

Novell AFP

Novell Cluster Services supports using Novell AFP as an advertising protocol for cluster-enabled
NSS pools and volumes.

Novell AFP is not required to be installed when you install Novell Cluster Services, but it must be
installed and running before you enable AFP as an advertising protocol for an NSS pool cluster
resource. Otherwise, the resource will be in a comatose state, and cannot be brought online. The
AFP daemon should also be running before you bring resources online that have AFP enabled.

To install Novell AFP, select the Novell AFP option from the OES Services list during the install. For
information about configuring and managing the Novell AFP service, see the OES 2015 SP1: Novell
AFP for Linux Administration Guide.

Novell CIFS

Novell Cluster Services supports using Novell CIFS as an advertising protocol for cluster-enabled
NSS pools and volumes.

Novell CIFS is not required to be installed when you install Novell Cluster Services, but it must be
installed and running in order for the CIFS Virtual Server Name field and the CIFS check box to be
available. Select the check box to enable Novell CIFS as an advertising protocol for the NSS pool
cluster resource. A default CIFS Virtual Server Name is suggested, but you can modify it. The CIFS
daemon should also be running before you bring resources online that have CIFS enabled.
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4.1.9

4.7.10

4.8

48.1

To install Novell CIFS, select the Novell CIFS option from the OES Services list during the install. For
information about configuring and managing the Novell CIFS service, see the OES 2015 SP1: Novell
CIFS for Linux Administration Guide.

Novell Samba

Novell Cluster Services supports using Novell Samba as an alternative to using Novell CIFS. It
provides SMB/CIFS access for users. Users must be enabled with Linux User Management.

Samba is not integrated as an advertising protocol option for NSS pool cluster resources.

For information about configuring and managing Novell Samba, see the following sections in the OES
2015 SP1: Novell Samba Administration Guide:
+ “Configuring Samba for LVM Volume Groups and Novell Cluster Services”

+ “Configuring Samba for NSS Pools and Novell Cluster Services”

Novell Domain Services for Windows

Novell Cluster Services supports using clusters in Domain Services for Windows (DSfW) contexts. If
Domain Services for Windows is installed in the eDirectory tree, the nodes in a given cluster can be in
the same or different DSfW subdomains. Port 1636 is used for DSfW communications. This port must
be opened in the firewall.

For information using Domain Services for Windows, see the OES 2015 SP1: Domain Services for
Windows Administration Guide.

Shared Disk Configuration Requirements

A shared disk subsystem is required for a cluster in order to make data highly available. The Novell
Cluster Services software must be installed in order to be able to mark devices as shareable, such as
the devices you use for clustered pools and the device you use for the SBD (split-brain detector)
during the cluster configuration.

Ensure that your shared storage devices meet the following requirements:

+ Section 4.8.1, “Shared Devices,” on page 54

+ Section 4.8.2, “SBD Partitions,” on page 55

+ Section 4.8.3, “Shared iSCSI Devices,” on page 56
+ Section 4.8.4, “Shared RAID Devices,” on page 56

Shared Devices

Novell Cluster Services supports the following shared disks:

+ Fibre Channel LUN (logical unit number) devices in a storage array
¢ iSCSI LUN devices
¢ SCSI disks (shared external drive arrays)

Before configuring Novell Cluster Services, the shared disk system must be properly set up and
functional according to the manufacturer's instructions.
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4.8.2

Prior to installation, verify that all the drives in your shared disk system are recognized by Linux by
viewing a list of the devices on each server that you intend to add to your cluster. If any of the drives
in the shared disk system do not show up in the list, consult the OES 2015 SP1 documentation or the
shared disk system documentation for troubleshooting information.

Prepare the device for use in a cluster resource:

+ NSS Pool: For new devices, you must initialize and share the device before creating the pool.
For an existing pool that you want to cluster-enable, use NSSMU or iManager to share the
device.

All devices that contribute space to a clustered pool must be able to fail over with the pool cluster
resource. You must use the device exclusively for the clustered pool; do not use space on it for
other pools or for Linux volumes. A device must be marked as Shareable for Clustering before
you can use it to create or expand a clustered pool.

¢ Linux LVM volume group: For new devices, use an unpartitioned device that has been
initialized. Do not mark the device as shared because doing so creates a small partition on it.
LVM uses the entire device for the volume group. For an existing volume group, no not mark the
device as shared.

If this is a new cluster, connect the shared disk system to the first server so that the SBD cluster
partition can be created during the Novell Cluster Services install. See Section 4.8.2, “SBD
Partitions,” on page 55.

SBD Partitions

If your cluster uses physically shared storage resources, you must create an SBD (split-brain
detector) partition for the cluster. You can create an SBD partition in YaST as part of the first node
setup, or by using the SBD Utility (sbdutil) before you add a second node to the cluster. Both the
YaST new cluster setup and the SBD Utility (sbdutil) support mirroring the SBD partition.

An SBD must be created before you attempt to create storage objects like pools or volumes for file
system cluster resources, and before you configure a second node in the cluster. NLVM and other
NSS management tools need the SBD to detect if a node is a member of the cluster and to get
exclusive locks on physically shared storage.

For information about how SBD patrtitions work and how to create an SBD partition for an existing
cluster, see Section 10.18, “Creating or Deleting Cluster SBD Partitions,” on page 177.

+ “Preparing the SAN Devices for the SBD” on page 55

+ “Initializing and Sharing a Device for the SBD” on page 56

+ “Determining the SBD Partition Size” on page 56

Preparing the SAN Devices for the SBD

Use the SAN storage array software to carve a LUN to use exclusively for the SBD partition. The
device should have at least 20 MB of free available space. The minimum size is 8 MB. Connect the
LUN device to all nodes in the cluster.

For device fault tolerance, you can mirror the SBD partition by specifying two devices when you
create the SBD. Use the SAN storage array software to carve a second LUN of the same size to use
as the mirror. Connect the LUN device to all nodes in the cluster.

The device you use to create the SBD partition can be a software RAID device or a hardware RAID
device.
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Initializing and Sharing a Device for the SBD

Before you use YaST to set up the a cluster, you must initialize each SAN device that you created for
the SBD, and mark each as Shareable for Clustering.

IMPORTANT: The Novell Cluster Services software must already be installed in order to be able to
mark the devices as shareable.

After you install Novell Cluster Services, but before you configure the cluster, you can initialize a
device and set it to a shared state by using NSSMU, the Storage plug-in for iManager, Novell Linux
Volume Manager (NLVM) commands, or an NSS utility called ncsinit.

If you configure a cluster before you create an SBD, NSS tools cannot detect if the node is a member
of the cluster and cannot get exclusive locks to the physically shared storage. In this state, you must
use the -s NLVM option with the n1vm init command to override the shared locking requirement
and force NLVM to execute the command. To minimize the risk of possible corruption, you are
responsible for ensuring that you have exclusive access to the shared storage at this time.

When you mark the device as Shareable for Clustering, share information is added to the disk in a
free-space partition that is about 4 MB in size. This space becomes part of the SBD partition.

Determining the SBD Partition Size

When you configure a new cluster, you can specify how much free space to use for the SBD, or you
can specify the Use Maximum Size option to use the entire device. If you specify a second device to
use as a mirror for the SBD, the same amount of space is used. If you specify to use the maximum
size and the mirror device is bigger than the SBD device, you will not be able to use the excess free
space on the mirror for other purposes.

Because an SBD partition ends on a cylinder boundary, the partition size might be slightly smaller
than the size you specify. When you use an entire device for the SBD patrtition, you can use the Use
Maximum Size option, and let the software determine the size of the partition.

4.8.3 Shared iISCSI Devices

If you are using iSCSI for shared disk system access, ensure that you have installed and configured
the iISCSlI initiators and targets (LUNSs) and that they are working properly. The iISCSI target devices
must be mounted on the server before the cluster resources are brought online.

48.4 Shared RAID Devices

We recommend that you use hardware RAID in the shared disk subsystem to add fault tolerance to
the shared disk system.

Consider the following when using software RAIDs:

+ NSS software RAID is supported for shared disks for NSS pools. Any RAIDO/5 device that is
used for a clustered pool must contribute space exclusively to that pool; it cannot be used for
other pools. This allows the device to fail over between nodes with the pool cluster resource.
Ensure that its component devices are marked as Shareable for Clustering before you use a
RAIDOQ/5 device to create or expand a clustered pool
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4.9

4.10

4.10.1

+ Linux software RAID can be used in shared disk configurations that do not require the RAID to
be concurrently active on multiple nodes. Linux software RAID cannot be used underneath
clustered file systems (such as OCFS2, GFS, and CXFS) because Novell Cluster Services does
not support concurrent activation.

WARNING: Activating Linux software RAID devices concurrently on multiple nodes can result in
data corruption or inconsistencies.

SAN Rules for LUN Masking

When you create a Novell Cluster Services system that uses shared storage space, it is important to
remember that all of the servers that you grant access to the shared device, whether in the cluster or
not, have access to all of the volumes on the shared storage space unless you specifically prevent
such access. Novell Cluster Services arbitrates access to shared volumes for all cluster nodes, but
cannot protect shared volumes from being corrupted by non-cluster servers.

LUN masking is the ability to exclusively assign each LUN to one or more host connections. With it
you can assign appropriately sized pieces of storage from a common storage pool to various servers.
See your storage system vendor documentation for more information on configuring LUN masking.

Software included with your storage system can be used to mask LUNs or to provide zoning
configuration of the SAN fabric to prevent shared volumes from being corrupted by non-cluster
servers.

IMPORTANT: We recommend that you implement LUN masking in your cluster for data protection.
LUN masking is provided by your storage system vendor.

Multipath I/O Configuration Requirements

If you use shared devices with multipath 1/0O capability, ensure that your setup meets the
requirements in this section.
+ Section 4.10.1, “Path Failover Settings for Device Mapper Multipath,” on page 57

+ Section 4.10.2, “Modifying the Port Down Retry Setting in the modprobe.conf.local File,” on
page 58

+ Section 4.10.3, “Modifying the Polling Interval, No Path Retry, and Failback Settings in the
multipath.conf File,” on page 58

¢ Section 4.10.4, “Modifying the Port Down Retry and Link Down Retry Settings for an HBA BIOS,”
on page 60

Path Failover Settings for Device Mapper Multipath

When you use Device Mapper Multipath (DM-MP) with Novell Cluster Services, ensure that you set
the path failover settings so that the paths fail when path 1/O errors occur.

The default setting in DM-MP is to queue /O if one or more HBA paths is lost. Novell Cluster Services
does not migrate resources from a node set to the Queue mode because of data corruption issues
that can be caused by double mounts if the HBA path is recovered before a reboot.
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4.10.2

4.10.3

IMPORTANT: The HBAs must be set to Failed mode so that Novell Cluster Services can
automatically fail over storage resources if a disk paths go down.

Change the Retry setting in the /etc/modprobe.conf.local and /etc/multipath.conf files so
that DM-MP works correctly with Novell Cluster Services. See Section 4.10.2, “Modifying the Port
Down Retry Setting in the modprobe.conf.local File,” on page 58 and Section 4.10.3, “Modifying the
Polling Interval, No Path Retry, and Failback Settings in the multipath.conf File,” on page 58.

Also consider changes as needed for the retry settings in the HBA BIOS. See Section 4.10.4,
“Modifying the Port Down Retry and Link Down Retry Settings for an HBA BIOS,” on page 60.

Modifying the Port Down Retry Setting in the
modprobe.conf.local File

The port_down_retry setting specifies the number of times to attempt to reconnect to a port if it is
down when using multipath I/O in a cluster. Ensure that you have installed the latest HBA drivers from
your HBA vendor. Refer to the HBA vendor's documentation to understand the preferred settings for
the device, then make any changes in the /etc/modprobe.conf.local file.

For example, for QLogic HBAs, ensure that you have installed the latest gla-driver. Ensure that
you verify the vendor’s preferred settings before making the changes.

Modifying the Polling Interval, No Path Retry, and Failback
Settings in the multipath.conf File

The goal of multipath I/O is to provide connectivity fault tolerance between the storage system and
the server. When you configure multipath 1/O for a stand-alone server, the retry setting protects the
server operating system from receiving I/O errors as long as possible. It qgueues messages until a
multipath failover occurs and provides a healthy connection. However, when connectivity errors occur
for a cluster node, you want to report the 1/O failure in order to trigger the resource failover instead of
waiting for a multipath failover to be resolved. In cluster environments, you must modify the retry
setting so that the cluster node receives an I/O error in relation to the cluster SBD verification process
(recommended to be 50% of the heartbeat tolerance) if the connection is lost to the storage system.
In addition, you want the multipath I/O fail back to be set to manual in order to avoid a ping-pong of
resources because of path failures.

Use the guidance in the following sections to configure the polling interval, no path retry and failback
settings in the /etc/multipath.conft file:

+ “Polling Interval” on page 58

+ “No Path Retry” on page 59

+ “Failback” on page 59

+ “Example of Multipath I/O Settings” on page 59

Polling Interval

The polling interval for multipath 1/O defines the interval of time in seconds between the end of one
path checking cycle and the beginning of the next path checking cycle. The default interval is 5
seconds. An SBD partition has I/O every 4 seconds by default. A multipath check for the SBD
partition is more useful if the multipath polling interval value is 4 seconds or less.
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IMPORTANT: Ensure that you verify the polling interval setting with your storage system
vendor. Different storage systems can require different settings.

No Path Retry

We recommend a retry setting of “fail” or “0” in the /etc/multipath.conf file when working in a
cluster. This causes the resources to fail over when the connection is lost to storage. Otherwise, the
messages queue and the resource failover cannot occur.

IMPORTANT: Ensure that you verify the retry settings with your storage system vendor. Different
storage systems can require different settings.

features "0O"
no_path retry fail

The value fail is the same as a setting value of 0.

Failback

We recommend a failback setting of "manual" for multipath 1/O in cluster environments in order to
prevent multipath failover ping-pong.

failback "manual"

IMPORTANT: Ensure that you verify the failback setting with your storage system vendor. Different
storage systems can require different settings.

Example of Multipath I/O Settings

For example, the following code shows the default polling interval, no path retry, and
failback commands as they appear in the /etc/multipath.conf file for EMC storage:

defaults
polling interval 5

# no path retry 0
user_ friendly names yes

features 0

devices {
device {
vendor "DGC"
product ".*"
product_blacklist "LUNZ"
path_grouping policy "group by prio"
path checker "emc clariion"
features "0O"
hardware_handler "1 emc"
prio "emc"
failback "manual"
no path retry fail #Set MP for failed I/O mode, any other non-zero values sets the HBAs for
Blocked I/O mode

}
}
For information about configuring the multipath.conf file, see “Managing Multipath 1/O for Devices
(http://www.suse.com/documentation/sles11/stor_admin/data/multipathing.html) in the SLES 11

Storage Administration Guide (http://www.suse.com/documentation/sles11/stor_admin/data/
bookinfo.html).

”
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4.10.4 Modifying the Port Down Retry and Link Down Retry
Settings for an HBA BIOS

In the HBA BIOS, the default settings for the Port Down Retry and Link Down Retry values are
typically set too high for a cluster environment. For example, there might be a delay of more than 30
seconds after a fault occurs before 1/0O resumes on the remaining HBAs. Reduce the delay time for
the HBA retry so that its timing is compatible with the other timeout settings in your cluster.

For example, you can change the Port Down Retry and Link Down Retry settings to 5 seconds in the
QLogic HBA BIOS:

Port Down Retry=5
Link Down Retry=5
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Installing, Configuring, and Repairing
Novell Cluster Services

This section describes how to install the Novell Cluster Services software on Open Enterprise Server
2015 SP1 servers, how to configure the cluster on the first node, and how to configure other nodes for
the cluster.

IMPORTANT: Before you install or configure Novell Cluster Services, ensure that you understand the
requirements for it and have configured the environment as described in Chapter 4, “Planning for
Novell Cluster Services,” on page 37.

See the following resources for information about rolling cluster upgrades or conversions to the latest
version of Novell Cluster Services:

Upgrading from See:

OES 11 SP1 Chapter 7, “Upgrading OES Clusters,” on page 103

OES 2 SP3 Chapter 8, “Upgrading Clusters from OES 2 SP3 to OES 2015 SP1,” on page 107
NetWare 6.5 SP8 OES 2015 SP1: Novell Cluster Services NetWare to Linux Conversion Guide

¢ Section 5.1, “Novell Cluster Services Licensing,” on page 62
+ Section 5.2, “Extending the eDirectory Schema to Add Cluster Objects,” on page 62

+ Section 5.3, “Assigning Install Rights for Container Administrators or Non-Administrator Users,”
on page 64

+ Section 5.4, “Installing Novell Cluster Services,” on page 65

¢ Section 5.5, “Configuring Novell Cluster Services,” on page 69

+ Section 5.6, “Configuring Additional Administrators,” on page 82

¢ Section 5.7, “Installing or Updating the Clusters Plug-in for iManager,” on page 83

+ Section 5.8, “Patching Novell Cluster Services,” on page 85

¢ Section 5.9, “Removing the NCS Configuration Information from a Node,” on page 85
¢ Section 5.10, “Removing a Node from a Cluster,” on page 87

¢ Section 5.11, “Adding a Single Node That Was Previously in the Cluster,” on page 88
¢ Section 5.12, “Adding Multiple Nodes That Were Previously in a Cluster,” on page 90

¢ Section 5.13, “Adding a Node After Another Node is Permanently Removed from the Cluster,” on
page 90

+ Section 5.14, “What’s Next,” on page 91
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5.1

5.2

5.2.1

Novell Cluster Services Licensing

Novell Cluster Services supports up to 32 nodes in a single cluster. You receive a Novell Cluster
Services entitlement that covers an unlimited number of two-node clusters. To add nodes to a two-
node cluster, you can purchase a paper license for them for an additional fee. For more information,
see the Novell Cluster Services for Open Enterprise Server How-to-Buy website (http://
www.novell.com/products/openenterpriseserver/ncs/howtobuy.html).

Extending the eDirectory Schema to Add Cluster
Objects

The first time that you install Novell Cluster Services in an eDirectory tree, the directory schema for
the tree is extended to include the Cluster object container and the following types of objects in it:

*

Cluster Node objects

+ Cluster Resource objects
+ Cluster Template objects

+ Volume Resource objects

A tree administrator user with the eDirectory credentials to do so can extend the eDirectory schema
before a cluster is installed anywhere in a tree. This allows container administrators (or non-
administrator users) to install a cluster in a container in that same tree without needing full
administrator rights for the tree. After the schema has been extended, you must assign some
eDirectory rights to the container administrators (or non-administrator users) who will install Novell
Cluster Services clusters.

If the schema is not extended separately, the installer of the first cluster server in the tree must be an
administrator with credentials to extend the eDirectory schema. The schema is automatically
extended during the install. Subsequent cluster servers can be installed by container administrators
(or non-administrator users) with sufficient rights to install Novell Cluster Services.

IMPORTANT: For information about the eDirectory rights needed to install Novell Cluster Services in
a tree after the schema has been extended, see Section 5.3, “Assigning Install Rights for Container
Administrators or Non-Administrator Users,” on page 64.

See the following sections for information about extending the schema before you install Novell
Cluster Services in a tree.

¢ Section 5.2.1, “Prerequisites for Extending the Schema,” on page 62

+ Section 5.2.2, “Extending the Schema,” on page 63

Prerequisites for Extending the Schema

This procedure assumes that no clusters currently exist in the tree, and the schema needs to be
extended for cluster objects.

You need the tree administrator credentials for extending the eDirectory schema.
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5.2.2

You need the following information about the tree where you want to install Novell Cluster Services
clusters:

Table 5-1 Tree Information Needed for the Schema Expansion

Parameter Description Example

port_num The port number you assigned for eDirectory 636
communications in the tree where you plan to install
clusters. The default port is 636.

admin_username The typeful fully distinguished user name of the cn=admin, o=example
administrator who has the eDirectory rights needed
to extend the schema.

admin_password The password of the administrator user. password

server_ip_address The IP address of the eDirectory server that 10.10.10.102
contains the schema files.

Extending the Schema

You need to extend the schema only one time in the tree where you will be installing clusters.

IMPORTANT: It is not necessary to extend the schema separately from the Novell Cluster Services
installation if the installer of the first cluster server in the tree has the eDirectory rights necessary to
change the schema, because the schema can be automatically extended during the install.

To extend the schema before Novell Cluster Services is installed in the tree, the tree administrator
user can expand the schema as follows:

1 As a user with rights to modify the eDirectory schema, log in as the root user, then open a
terminal console.

2 In atext editor, create a text file, specify the configuration information for the Novell Cluster
Services cluster in it, then save the file.

The following lines are an example of the content of the file, with sample values. The directives
are self-explanatory.

IMPORTANT: Ensure that you change the values inside the quotation marks to the actual
settings for your cluster.

CONFIG_NCS LDAP IP="10.1.1.102"

CONFIG _NCS LDAP PORT="636"

CONFIG _NCS ADMIN DN="cn=admin.o=context"
CONFIG_NCS ADMIN PASSWORD="password"

3 As the root user, enter the following command at a command prompt:
mkdir -p /var/opt/novell/install
4 As the root user, enter the following command at a command prompt:

/opt/novell/ncs/install/ncs_install.py -e -f configuration filename

Replace configuration filename with the actual name of the file that you created in Step 2,
such as
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/opt/novell/ncs/install/ncs_install.py -e -f /root/Desktop/my_schema_info.txt

5 Delete the configuration file (configuration filename) that you created.

This file contains a password in clear text. For security reasons, ensure that you delete the file
when you are done.

6 Continue with Section 5.3, “Assigning Install Rights for Container Administrators or Non-
Administrator Users,” on page 64.

5.3 Assigning Install Rights for Container
Administrators or Non-Administrator Users

If the eDirectory schema has been extended in the tree where you want to create clusters, the
container administrator or non-administrator user needs the following eDirectory rights to install and
configure Novell Cluster Services. These rights are also required if a different user configures Novell
Cluster Services after the install as described in Section 5.5.3, “Using Different LDAP Credentials for
the Cluster Configuration,” on page 72.

+ Attribute Modify rights on the NCP Server object of each node in the cluster.

To set the Attribute Modify rights for the user on the nodes’ NCP Server objects:

1.

o gk~ wD

In iManager, select Rights > Modify Trustees.

Select the NCP server object for the node, then click Add Trustee.
For Entry Rights, set the Browse right.

For All Attributes Rights, set the Compare, Read, and Write rights.
Click Apply to save and apply your changes.

Repeat Step 1 to Step 5 for the NCP Server object of each server that you plan to add to the
cluster.

+ Object Create rights on the container where the NCP Server objects are.

To set the Object Create rights for the user on the container where the NCP Server objects are:

1.
2.
3.
4,
5.

In iManager, select Rights > Modify Trustees.

Select the Container object, then click Add Trustee.

For Entry Rights, set the Browse, Create, and Rename rights.

For All Attributes Rights, set the Compare, Read, and Write rights.
Click Apply to save and apply your changes.

+ Object Create rights where the cluster container will be.

This step is needed if the container for the Cluster object is different than the container for the
NCP Server objects.

To set the Object Create rights for the user on the container where the Cluster objects will be:

1.

o > N

In iManager, select Rights > Modify Trustees.

Select the Container object, then click Add Trustee.

For Entry Rights, set the Browse, Create, and Rename rights.

For All Attributes Rights, set the Compare, Read, and Write rights.
Click Apply to save and apply your changes.

For information about eDirectory rights, see “eDirectory Rights” in the NetlQ eDirectory 8.8 SP8
Administration Guide.
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2.4

54.1

Installing Novell Cluster Services

Novell Cluster Services for Linux is included on the add-on media for OES 2015 SP1. It is necessary
to install OES on every server that you want to add to a cluster. You can have up to 32 nodes in each
cluster. See Section 5.1, “Novell Cluster Services Licensing,” on page 62.

Installing Novell Cluster Services does the following:
+ If the eDirectory schema has not already been extended for cluster objects in the tree, the
schema is extended.
+ Novell Cluster Services software is installed on the server.

You can install Novell Cluster Services when you install the OES platform, or you can install it later on
an existing OES server.

+ Section 5.4.1, “Before You Install Novell Cluster Services,” on page 65

+ Section 5.4.2, “Installing Novell Cluster Services during an OES Installation,” on page 66

+ Section 5.4.3, “Installing Novell Cluster Services on an Existing OES Server,” on page 68

Before You Install Novell Cluster Services

Ensure that your system meets the requirements and guidelines in Chapter 4, “Planning for Novell
Cluster Services,” on page 37. Before you install Novell Cluster Services, verify that your setup meets
these requirements:

+ “Using a Local eDirectory Database” on page 65

+ “Rights to Extend the Schema” on page 65

+ “Shared Devices for the SBD” on page 65

+ “SBD Required before You Install the Second Node in the Cluster” on page 66

Using a Local eDirectory Database

If you want Novell Cluster Services to use a local eDirectory database on the same server, you must
install and configure eDirectory before you configure Novell Cluster Services.

Rights to Extend the Schema

If the eDirectory schema was not previously extended in the tree as described in Section A.3, “OES
Installation extend_schema Command,” on page 462, the user who installs Novell Cluster Services
must be an administrator user with the rights to extend the schema, such as the tree administrator.

Shared Devices for the SBD

If you have a shared disk system and the server where you are installing Novell Cluster Services is
the first node in a cluster, install the Novell Cluster Services software, then initialize the device you
need for the Split Brain Detector (SBD) partition and mark it as shareable. If you plan to mirror the
SBD, prepare two devices of the same size. You can create the SBD when you configure Novell
Cluster Services on the first node, or you can use the sbdutil utility to create it before you install
Novell Cluster Services on a second node in the cluster.
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SBD Required before You Install the Second Node in the Cluster

If you have a shared disk system and the server where you are installing Novell Cluster Services is
the second node in a cluster, verify that a cluster partition for the cluster's SBD exists on the first
cluster node before you begin the install on the second node.

IMPORTANT: The cluster SBD patrtition is not required unless you have shared storage.

Typically, you create the SBD when you configure the cluster on the first node as described in
Section 5.5.5, “Configuring a New Cluster,” on page 73. A one-node cluster that has shared disk
storage can be configured without an SBD, but the SBD must be created before you add another
node. For information about manually creating an SBD, see:

¢ Section 10.18.3, “Creating a Non-Mirrored Cluster SBD Partition with SBDUTIL,” on page 180
¢ Section 10.18.5, “Creating a Mirrored Cluster SBD Partition with SBDUTIL,” on page 187

5.4.2 Installing Novell Cluster Services during an OES Installation

This section describes only those steps in the install that are directly related to installing Novell
Cluster Services. For detailed instructions on installing OES, see the OES 2015 SP1: Installation
Guide.

Repeat the following procedure for each server that you want to add to the cluster:

1 Start the YaST install for SUSE Linux Enterprise Server and continue to the Installation Mode
page.

2 Select New Installation, select Include Add-On Products from Separate Media, click Next, then
continue through the OES add-on part of the install until you get to the Installation Settings page.

3 On the Installation Settings page, click Software to open the Software Selection and System
Tasks page.

4 Under Open Enterprise Server, select Novell Cluster Services and any other OES components
that you want to install, then click Accept.
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When you select Novell Cluster Services, the following basic services for managing OES are
automatically selected:

+ Novell Backup / Storage Management
+ Novell Linux User Management
+ Novell Remote Manager

The following Open Enterprise Server are not automatically selected, but are required for
managing and configuring Novell Cluster Services:

+ iManager must be installed on at least one server in the same tree.

+ eDirectory must already be installed on at least one server in the tree where you are
installing the cluster. You can install a replica on the cluster server.

Select other protocols and services according to your planned setup. See Section 4.7, “Software
Requirements for Cluster Resources,” on page 51.

IMPORTANT: If you deselect a pattern after selecting it, you are instructing the installation
program to not install that pattern and all of its dependent patterns. Rather than deselecting a
pattern, click Cancel to cancel your software selections, then click the Software heading again to
choose your selections again.

Selecting only the patterns that you want to install ensures that the patterns and their dependent
patterns and packages are installed.

If you click Accept, then return to software pattern selection page, the selections that you made
become your base selections and must be deselected if you want to remove them from the
installation proposal.

5 Continue through the installation process, but do not configure Novell Cluster Services when you
reach the Open Enterprise Server Configuration page. You configure it later.

6 After the install, use the Software Updater (or other update methods) to download and apply any
updates that are in the SLES and OES Updates channels.

See “Updating (Patching) an OES 2015 SP1 Server” in the OES 2015 SP1: Installation Guide.
7 Ensure that your SAN storage is working properly for the server.
8 Continue with Section 5.5, “Configuring Novell Cluster Services,” on page 69.
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5.4.3 Installing Novell Cluster Services on an Existing OES
Server

If you did not install Novell Cluster Services during the OES 2015 SP1 installation, you can install it
later by using YaST > Open Enterprise Server > OES Install and Configuration.

1 Log in to the server as the root user.
2 In YaST, select Open Enterprise Server > OES Install and Configuration.

XY ¥aST Control/ Center _ o x
. (4]
Filter Open Enterprise Server
:] é:% Novell Schema Tool ‘@ OES Install and Configuration
Groups
Hardware
Miscellaneous Q CA Management ! Common Server Certificate
Network Devices
o =)
MNetwaork Services ﬁ Firewall g\) Linux Audit Framewark (LAF)
Novell AppArmor
Open Enterprise Server :? Security Center and Hardening 9 Sudo
ik

3 On the Software Selection page under Open Enterprise Server, select Novell Cluster Services
and any other compatible OES components that you want to install.
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Services that you have already installed are indicated by a blue check mark in the status check
box next to the service.

For information about the options, see Step 4 in Section 5.4.2, “Installing Novell Cluster Services
during an OES Installation,” on page 66.

4 Click Accept to begin the install, then click Continue to accept changed packages.

5 Continue through the installation process, but do not configure Novell Cluster Services when you
reach the Open Enterprise Server Configuration page. You configure it later.

6 After the install, use the Software Updater (or other update methods) to download and apply any
updates that are in the SLES and OES Updates channels.
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See “Updating (Patching) an OES 2015 SP1 Server” in the OES 2015 SP1: Installation Guide.
7 Ensure that your SAN storage is working properly for the server.
8 Continue with Section 5.5, “Configuring Novell Cluster Services,” on page 69.

5.5 Configuring Novell Cluster Services

After you install Novell Cluster Services, you use the Open Enterprise Server > OES Install and
Configuration tool in YaST to set up the cluster or to add a node to the cluster.

IMPORTANT: The YaST-based configuration is not used to modify the settings for an existing cluster.
For information about modifying the settings for an existing cluster, see Section 9.13, “Moving a
Cluster, or Changing the Node IP Addresses, LDAP Servers, or Administrator Credentials for a
Cluster,” on page 147.

If you are creating a new cluster, the Novell Cluster Services configuration does the following:

+ Creates a new Cluster object and a Cluster Node object in eDirectory.
+ Creates a special cluster partition for the Split Brain Detector (SBD) if you have a shared disk
system.

If you are adding a server to an existing cluster, the Novell Cluster Services configuration does the
following:

+ Creates a new Cluster Node object in eDirectory.
Use the following procedures to configure Novell Cluster Services on a node:

+ Section 5.5.1, “Initializing and Sharing a Device to Use for the SBD Partition,” on page 69
+ Section 5.5.2, “Opening the Open Enterprise Server Configuration Page,” on page 71
¢ Section 5.5.3, “Using Different LDAP Credentials for the Cluster Configuration,” on page 72

+ Section 5.5.4, “Accessing the Novell Cluster Services Configuration Page in YaST,” on page 72

*

Section 5.5.5, “Configuring a New Cluster,” on page 73

*

Section 5.5.6, “Adding a Node to an Existing Cluster,” on page 78

5.5.1 Initializing and Sharing a Device to Use for the SBD
Partition

If you plan to use shared storage in the cluster, the cluster needs a split-brain detector (SBD). You
must create the SBD before you add a second node to the cluster. You can create the SBD when you
set up the cluster on the first node. In preparation, you must initialize the partition, and mark its device
as shareable for clustering. If you plan to mirror the SBD, you must also initialize the partition that you
want to use as the mirrored SBD, and mark its device as shareable for clustering. You need at least
20 MB for the SBD.

1 Log in as the root user on the server that will be the first node of the cluster, then open a
terminal console.

2 At the command prompt, enter
nssmu

3 Inthe NSSMU, select Devices and press Enter.
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4 In the Devices list, select the device that you want to use for the SBD.

Fa=Int F5=Refresh Fo=Share SPACE=Selsct/Unselect FE=More

5 If the device has not been initialized or if you want to delete the current partitioning structures on
the device, press F3, then press Y (Yes) to confirm and continue.

WARNING: Initializing a disk destroys all of the data on it.

6 Select the DOS or GPT partitioning scheme for the device, then press Enter.
DOS supports devices up to 2 TB in size. GPT supports devices of any size.

+ 5% (278 davice size limit)
(any device size)

Wait for the page to refresh before continuing.
7 Press F6 to mark the device as shareable for clustering.
The Shareable for Clustering value changes from No to Yes.

Fa=Init F5=Refresh Fe=UnShare SPACE=Select/Unselect FE=More

8 If you plan to mirror the SBD, repeat Step 4 through Step 7 for the second device.
9 Exit NSSMU.

10 Continue with Section 5.5.2, “Opening the Open Enterprise Server Configuration Page,” on
page 71.

OES 2015 SP1: Novell Cluster Services for Linux Administration Guide



5.5.2

1 Log in to the server as the root user.
2 Verify that the OES Add-On DVD is mounted on or available to the server.
3 In YaST, select Open Enterprise Server > OES Install and Configuration.

'.\

Filter

Groups

Hardware
Miscellaneous
Netwark Devices
Network Semvices
Novell AppArmor

(I

Open Enterprise Semver

¥asST Control/Center

Open Enterprise Server

{;’% MNovell Schema Tool

9 CA Management
-1
ﬁ Firewall

\@ OES Install and Configuration

3 Common Server Certificate

|§ Linux Audit Framework (LAF)

@‘ Security Center and Hardening g Sudo
43

Opening the Open Enterprise Server Configuration Page

4 On the Software Selection page under Open Enterprise Server, verify that the Novell Cluster
Services option is already installed as indicated by a blue check mark.

X

Preparation

» OES Configuration

YasTz2

2, Software Selection

Fattern

.T & MNovell AFFP
% Novell CIFS

-+ Movell DHCP
4

% MNovell DNS

.'-;. Novell Domain Services T
=

F@ MNovell eDirectory
’% Novell FTP

ﬁ Novell iFolder
Wb | Novell iManager

000~ Od0Od o A

+ Novell iPrint
-0
PN

| Detaits . |

‘ Help |

Open Enterprise ...

)-:&‘l. Movell Backup / Storage..

®
Dﬁl; Movell Cluster Semvices (...

D]

Novell Cluster Services (NCS)

Novell Cluster Semvices is a server clustering
system that ensures high availability and
manageability of critical network resources
including data. applications. and semvices. Itis a
multinode clustering product for Linux that is
enabled for Novell eDirectory and supports failover,
failback, and migration (load balancing) of
individually managed cluster resources

Novell Cluster Services lets you create Linux
clusters and set up cluster nodes for the cluster.
For migration of NetWare 6.5 clusters, Novell
Cluster Services allows you to install Linux nodes
in a MNetware 6.5 cluster to create a mixed-node
cluster without bringing down the cluster while you
perform a rolling cluster conversion from NetWare
to Linux

Using Movell Cluster Services with iISCSI
technologies included in OES, you can build
inewnensive clustared SANS an cammndibe finahit

Name Disk Usage Free Total
/ I 4z 47GB  84GB
/boot .13% 164.0 MB 189 9 MB

e |

)

5 Click Accept to proceed to the Open Enterprise Server Configuration page.

6 Do one of the following:

+ Same Administrator: To use the same administrator credentials that were used to install

Novell Cluster Services, continue with Section 5.5.4, “Accessing the Novell Cluster Services

Configuration Page in YaST,” on page 72.

+ Different Administrator: To use different administrator credentials than those used to
install Novell Cluster Services, continue with Section 5.5.3, “Using Different LDAP
Credentials for the Cluster Configuration,” on page 72.
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5.5.3 Using Different LDAP Credentials for the Cluster
Configuration

You can use different user credentials to configure Novell Cluster Services than were used during the
installation of Open Enterprise Server on the server by reconfiguring the settings for the LDAP
Configuration of Open Enterprise Services option.

For information about what rights are needed, see Section 5.3, “Assigning Install Rights for Container
Administrators or Non-Administrator Users,” on page 64.

1 On the Open Enterprise Server Configuration page under LDAP Configuration of Open
Enterprise Services, click the disabled link to enable reconfiguration.
The sentence changes to Reconfiguration is enabled.

2 Click the LDAP Configuration of Open Enterprise Services link to open the LDAP Configuration
page.
3 Specify the following values:

+ Admin name and context: The user name and context (in LDAP form) of the container
administrator user (or non-administrator user) who has the eDirectory rights needed to
install Novell Cluster Services.

+ Admin password: The password of the container administrator (or non-administrator user).
4 Click Next.
The install returns to the Open Enterprise Server Configuration page.

5 Continue with Section 5.5.4, “Accessing the Novell Cluster Services Configuration Page in
YaST,” on page 72.

5,54 Accessing the Novell Cluster Services Configuration Page
in YaST

1 On the Open Enterprise Server Configuration page under Novell Cluster Services, locate the
Novell Cluster Services link.

The configuration is currently disabled.

Novell Cluster Services (NCS)

Configure is disabled

72 OES 2015 SP1: Novell Cluster Services for Linux Administration Guide



2 Click the disabled link to enable configuration.
The sentence changes to Configure is enabled.

Novell Cluster Services (NCS)

Mavell Cluster Services (NCS) requires additional configuration information before continuing or
disable the configuration.

Configure is gnabled

* New or Existing Cluster: Existing Cluster

* LDAR Servers: 10.10.10.37

* LDAP Username: cn=admin, o=novell

* Cluster object in the directory: cn=cluster. o=novell

* MNCS Proxy User: cn=0ESCommaonProxy_avalon,o=novell
* Mode name: avalon

* Node's IP address: 10.10.10.37

* Start Cluster Services: Now

3 Click the Novell Cluster Services link to open the Novell Cluster Services Configuration page.

4 If you are prompted for credentials, specify the password of the specified Administrator user,
then click OK.

EX YasTz x|

eDirectory Tree: AVALON_TREE
Admin User: cn=admin, o=novell

Flease enter the admin password:

[ OK ] | Cancel |

This is either the LDAP administrator identity that was used when the Open Enterprise Server
were installed, or the identity configured after the install in Section 5.5.3, “Using Different LDAP
Credentials for the Cluster Configuration,” on page 72.

5 On the Novell Cluster Services Configuration page, continue with one of the following:
+ Section 5.5.5, “Configuring a New Cluster,” on page 73
+ Section 5.5.6, “Adding a Node to an Existing Cluster,” on page 78

55,5 Configuring a New Cluster

Perform the following configuration for the first node that you configure for a cluster:

1 Go to the Novell Cluster Services Configuration page as described in Section 5.5.4, “Accessing
the Novell Cluster Services Configuration Page in YaST,” on page 72.
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YasT2 S =

9, Novell Cluster Services (NCS) Configuration

New or Existing Cluster

@ New Cluster

) Existing Cluster
Dirgctory Server Address
10.10.10.37

Cluster FDN (e.g. cn=cluster, o=novell)

[cn:clustuu:ncs,u:nuve\\ ll Browse |

Cluster |P address

[ 10101042 J

Select the storage device with shared media

| sdb o

Select the device where the mirror partition will be created (optional)

\sdc C\

Desired partition size of shared media (MB)

|Use maximum size/

[ hew | | vt || Back || memt |

2 On the first configuration page, specify the following settings for a new cluster, then click Next:

Parameter Action

New or existing cluster Select New Cluster.

Directory Server Address Select the check box next to the IP address of the LDAP server you want to
use as the default for this node. The local LDAP server is selected by
default.

The IP addresses shown are the LDAP servers available for this service to
use. The LDAP servers must have a master replica or a Read/Write replica
of eDirectory.

You can add, remove, or change the order of available LDAP servers for the
node after the setup is complete. See Section 9.13.1, “Changing the
Administrator Credentials or LDAP Server IP Addresses for a Cluster,” on
page 147.
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Parameter

Action

Cluster FDN

Click Browse and navigate the tree to select the container where you want
to create the cluster, then click OK. The FDN is automatically added to the
field with a suggested cluster name. You can specify a different cluster
name.

EN YasT2 x |

Browse for container
= o=novell

cn=admingroup, o=navell
cn=novixtier. o=navell
cn=www, o=novell
cn=admin. o=novell 3
cn=avalonadmin, o=navell
cn=novixregd, o=novell
cn=novlxsrvd, o=novell
cn=0ESCommonProxy_avalon,o=novell
cn=wwwrun, o=navell
cn=avalon_SY¥S. o=novell
cn=avalon, o=novell
cn=avalon-FS_o=novell
cn=LDAP Server - avalon, o=novell
cn=LDAF Group - avalon,o=novell
cn=Http Server - avalon, o=novell al

oK Cancel

You can also specify the typeful FDN (fully distinguished name) of the
existing cluster. The name is case sensitive. Use the comma format
illustrated in the example. Do not use dots.

For example:
cn=clusl, ou=ncs, o=mycompany

You must specify an existing context. Specifying a new context does not
create a new context.

Cluster names must be unique. You cannot create two clusters with the
same name in the same eDirectory tree.

Cluster IP Address

The cluster IP address represents the cluster on the network. It is different
than the server IP address. For example:

10.10.10.44

The cluster IP address provides a single point for cluster access,
configuration, and management. A Master IP Address resource is created
automatically during the Cluster Services installation. The cluster IP address
is bound to the master node and remains with the master node regardless of
which server is the master node.

The cluster IP address is required to be on the same IP subnet as the other
servers in the same cluster, which is necessary for certain external network
management programs to get cluster status alerts.
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Parameter Action

Select the storage device  Select the initialized and shared device that you want to use for the SBD
with shared media from the drop-down list.

For a new cluster, you can create the SBD partition now, or you can create it
manually at any time before you add a second node to the cluster.

A split-brain detector (SBD) is required if you plan to use shared disks in the
cluster. For information about SBD requirements, see Section 4.8.2, “SBD
Partitions,” on page 55.

The drop-down menus show only devices that have been initialized and
shared. See Section 5.5.1, “Initializing and Sharing a Device to Use for the
SBD Partition,” on page 69.

Select the storage device with shared media

]

sdb

sdc

sdd

e e e e L e e e e e L e N L=

Select the device where the If you want to mirror the SBD, select a different shared device from the drop-

mirror partition will be down list.

created

Desired partition size of Specify a size of 20 MB or greater to use for the SBD patrtition, or select Use
shared media maximum size to use the entire device.

If you selected a device for the SBD mirror, the specified size is also used
for the mirror segment.

3 On the Proxy User Configuration page, specify one of the following users as the NCS Proxy
user, then click Next.

YasTz2 = @ 3

YL Novell Cluster Services (NCS) Proxy User Configuration

cn=
Specify NCS Proxy User Password

p—

Use OES Comman Proxy User

Help Abot | | Back || Mest
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Parameter

Action

OES Common Proxy User

If the OES Common Proxy User is enabled in eDirectory, the Use OES
Common Proxy User check box is automatically selected and the NCS
Proxy User Name and Specify NCS Proxy User Password fields are
populated with the credentials of the OES Common Proxy User.

LDAP Admin User

If the OES Common Proxy User is disabled in eDirectory, the Use OES
Common Proxy User check box is automatically deselected and the NCS
Proxy User Name and Specify NCS Proxy User Password fields are
populated with the credentials of the LDAP Admin user. The fields are also
automatically populated with the LDAP Admin credentials if you deselect
the Use OES Common Proxy User check box.

Another Admin User

Deselect the Use OES Common Proxy User check box, then specify the
credentials of an existing administrator user.

You can reset the default settings by clicking Back to return to the Novell Cluster Services

Configuration page, then clicking Next to continue again to the Proxy User Configuration page.

4 On the third Configuration page, configure the following settings, then click Finish.

YasT2)

- 3 X

“, Novell Cluster Services (NCS) Configuration

Name of this node: avalon

IP address of this node

1010.10.27

~

W] Start Clustering Sewvices now

Help

Parameter

Action

IP address of this node

From the drop-down list, select the IP address that Novell Cluster
Services will use for this node.

Some servers have multiple IP addresses. This step lets you choose
which IP address Novell Cluster Services uses.

Start Clustering Services now

Select the check box to start Novell Cluster Services software on this
node after configuring it.
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5 On the OES Server Configuration page, scroll down to the Novell Cluster Services entry to
review the summary of the Cluster Services configuration, then click Next.

YasT2 = @ i3

[l Novell Open Enterprise Server Configuration

O Skip Configuration
@ Use Following Configuration

Novell Cluster Services (NCS)
Configure is enabled

* New or Existing Cluster: New Cluster

* LDAP Servers: 10.10.10.37

* LDAF Username: cn=admin, o=novell

* Cluster object in the directory: cn=cluster, o=novell
* NCS Proxy User. cn=0ESCommonProxy_avalon, o=novell
* Node name: avalon

* Node's IP address: 10.10.10.37

* Cluster IP address: 10.10.10.44

* SBD device: sdb

* SBD mirror device: sdc

* SBD size: Maximum Size

* Start Cluster Semvices: Now

NetWare Core Protocol (NCP) Server

Reconfigure is disabled

~

Change S

6 Continue through the setup process, then click Finish to exit the OES Configuration
7 Start Novell Cluster Services using one of these methods:

Setup Condition Instructions

Start Cluster Services now was Novell Cluster Services starts automatically after the configuration
enabled completes.

Start Cluster Services now was Start Novell Cluster Services manually by using one of these methods:

disabled + Reboot the cluster server.

+ Atacommand prompt, go to the /etc/init.d directory, then enter
the following as the root user:

./novell-ncs start
+ At acommand prompt, enter the following as the root user:

rcnovell-ncs start

8 Continue with Section 5.6, “Configuring Additional Administrators,” on page 82.

55.6 Adding a Node to an Existing Cluster

Perform the following configuration for each node that you add to an existing cluster:
1 If you have not previously configured the SBD partition for the cluster, create an SBD partition for
the cluster by using one of the following procedures:

+ Section 10.18.3, “Creating a Non-Mirrored Cluster SBD Partition with SBDUTIL,” on
page 180

¢ Section 10.18.5, “Creating a Mirrored Cluster SBD Partition with SBDUTIL,” on page 187
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If you have a shared disk system attached to your cluster servers, an SBD patrtition is required
and must be created before you configure the second node in the cluster.

IMPORTANT: An SBD partition requires least 20 MB of free space on a device that has been
previously initialized and marked as shareable for clustering.

2 Go to the Novell Cluster Services Configuration page as described in Section 5.5.4, “Accessing
the Novell Cluster Services Configuration Page in YaST,” on page 72.

YasT2 — 0 x

2 Novell Cluster Services (NCS) Configuration

Mew or Existing Cluster

) Mew Cluster

@ Existing Cluster
Directory Server Address
10.10.10.37

Cluster FDM (e.g. cn=cluster o=novell)

cn=clus1,0u=ncs,o=novell Browse
Cluster |P address
Select the storage device with shared media
Select the device where the mirror partition will be created (optional)
Desired partition size of shared media (ME)
Use maximum size

3 Specify the following settings for adding this node to an existing cluster, then click Next:

Parameter Action
New or existing cluster Select Existing Cluster.
Directory Server Address Select the check box next to the IP address of the LDAP server you

want to use as the default for this node. The local LDAP server is
selected by default.

The IP addresses shown are the LDAP servers available for this service
to use. The LDAP servers must have a master replica or a Read/Write
replica of eDirectory.

You can add, remove, or change the order of available LDAP servers for
the node after the setup is complete. See Section 9.13.1, “Changing the
Administrator Credentials or LDAP Server IP Addresses for a Cluster,”
on page 147.
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Parameter

Action

Cluster FDN

Click Browse and navigate the tree to select the Cluster object of the
existing cluster, then click OK. The FDN is automatically added to the
field.

S YasT2 x

Browse for container

= o=novell i
ou=ncs.o=novell
ou=users,o=novell

cn=admingroup. o=novell

cn=novlxtier o=novell

cn=www; 0=novell

cn=admin, o=novell

cn=avalanadmin, o=novell

cn=novlxregd, o=novell

cn=novlxsrvd, o=novell

cn=0ESCammanProxy_avalon, o=novell -
cn=wwwrun, o=novell

cn=avalon_S%S_ o=novell

cn=avalon, o=novell
cn=avalon-P S, o=novell

cn=LDAF Server - avalon,o=novell
cn=LDAP Group - avalon, o=novell [7]

ok || cancel

You can also specify the typeful FDN (fully distinguished name) of the
existing cluster. The name is case sensitive. Use the comma format
illustrated in the example. Do not use dots.

For example:

cn=clusl, ou=ncs, o=mycompany

Select the device where the
mirror partition will be created

If you want to mirror the SBD, select a different shared device from the
drop-down list.

4 On the Proxy User Configuration page, specify one of the following users as the NCS Proxy user

for this node, then click Next.

YasST2

“. Novell Cluster Services (NCS) Proxy User Configuration

g. cn=admin o=novell)

vell

Specify NCS Proxy User Passward

e

Use OES Commaon Proxy User

Help

Aot | | Back || mext
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Parameter

Action

OES Common Proxy User

If the OES Common Proxy User is enabled in eDirectory, the Use OES
Common Proxy User check box is automatically selected and the NCS
Proxy User Name and Specify NCS Proxy User Password fields are
populated with the credentials of the OES Common Proxy User.

LDAP Admin User

If the OES Common Proxy User is disabled in eDirectory, the Use OES
Common Proxy User check box is automatically deselected and the
NCS Proxy User Name and Specify NCS Proxy User Password fields
are populated with the credentials of the LDAP Admin user. The fields
are also automatically populated with the LDAP Admin credentials if you
deselect the Use OES Common Proxy User check box.

Another Admin User

Deselect the Use OES Common Proxy User check box, then specify the
credentials of an existing administrator user.

You can reset the default settings by clicking Back to return to the Novell Cluster Services

Configuration page, then clicking Next to continue again to the Proxy User Configuration page.

5 On the third Configuration page, configure the following settings, then click Finish.

YaST2)

— O x

2., Novell Cluster Services (NCS) Configuration

Mame of this node: avalon

IF address of this node

10.10.10.37

~
<

¥ Start Clustering Senvices now

Help

Parameter

Action

IP address of this node

From the drop-down list, select the IP address that Novell Cluster
Services will use for this node.

Some servers have multiple IP addresses. This step lets you choose
which IP address Novell Cluster Services uses.

Start Clustering Services now

Select the check box to start Novell Cluster Services software on this
node after configuring it.
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6 On the OES Server Configuration page, scroll down to the Novell Cluster Services entry to
review the summary of the Cluster Services configuration, then click Next.

7 Continue through the setup process, then click Finish to exit the OES Configuration
8 Start Novell Cluster Services by using one of these methods:

Setup Condition Instructions

Start Cluster Services now was Novell Cluster Services starts automatically after the configuration
enabled completes.

Start Cluster Services now was Start Novell Cluster Services manually by using one of these methods:

disabled + Reboot the cluster server.

+ Atacommand prompt, go to the /etc/init.d directory, then enter
the following as the root user:

./novell-ncs start
+ Atacommand prompt, enter the following as the root user:

rcnovell-ncs start

9 Continue with Section 5.6, “Configuring Additional Administrators,” on page 82.

5.6 Configuring Additional Administrators

The Administrator user that you specify as the Novell Proxy User during Novell Cluster Services
install process is automatically configured as the administrator for the cluster with the following setup:

+ The user is a trustee and has the Supervisor right to the Server object of each server node in the
cluster.

¢ The user is enabled for Linux with Linux User Management. This gives the user a Linux UID in
addition to the users eDirectory GUID.

+ The user is a member of a LUM-enabled administrator group associated with the servers in the
cluster.

IMPORTANT: To allow other administrators (such as the tree administrator) to manage the cluster,
the users’ user names must be similarly configured.

You can modify the default administrator user name or password after the install by following the
procedure in Section 9.13.1, “Changing the Administrator Credentials or LDAP Server IP Addresses
for a Cluster,” on page 147.
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5.7 Installing or Updating the Clusters Plug-in for
IManager

The Clusters plug-in for iManager was reorganized in OES 11 SP1. On the Roles and Tasks page
under Clusters, the Cluster Manager, BCC Manager, Cluster Event Log, and Cluster Options menu
options have been replaced with two options: My Clusters and My Resources.

+ My Clusters: The logged-in cluster administrator can set up a personalized list of clusters to
manage, which allows their status to be viewed at-a-glance. The list persists between the
administrator’s logins to iManager in the same tree. See Section 9.2, “Setting Up a Personalized
List of Clusters to Manage,” on page 121.

My Resources: The logged-in cluster administrator can set up a personalized list of resources
to manage, which allows their status to be viewed at-a-glance. The list persists between the
administrator’s logins to iManager in the same tree. See Section 11.2, “Setting Up a
Personalized List of Resources to Manage,” on page 199.

Links on the these pages take you to the familiar cluster options presented as tabs: Cluster Manager,
BCC Manager, Cluster Event Log, and Cluster Options.

Use the information in the following sections to install or update the Clusters plug-in.

+ Section 5.7.1, “Prerequisites for Installing or Updating the Clusters Plug-In,” on page 83
+ Section 5.7.2, “Installing the Clusters Plug-In,” on page 83
¢ Section 5.7.3, “Uninstalling and Reinstalling the Clusters Plug-In,” on page 84

+ Section 5.7.4, “Updating Role-Based Services for the Clusters Plug-In after Upgrading to OES
11 SP1 and Later,” on page 84

5.7.1 Prerequisites for Installing or Updating the Clusters Plug-In

The Clusters plug-in supports the management of OES and NetWare clusters and resources. It
cannot be installed on a NetWare server.

The Clusters plug-in requires the following components to be installed in iManager:

¢ Clusters (ncsmgmt . rpm)
+ Common code for storage-related plug-ins (storagemgmt . rpm)
See “Storage-Related Plug-Ins for iManager” on page 49.

5.7.2 Installing the Clusters Plug-In

If you are installing a new instance of Novell iManager 2.7.5 or later and the Clusters plug-in on a
computer, follow the instructions in “Downloading and Installing Plug-in Modules” in the NetlQ®
iManager Administration Guide. Ensure that you install the Clusters plug-in (ncsmgmt . rpm) as well as
the common code for storage-related plug-ins (storagemgmt . rpm).

Verify that the /var/opt/novell/iManager/nps/WEB-INF/1ib directory contains the class loader
file commons-1lang-2.6.9ar (or later version), then remove all earlier versions of the file. The
Clusters plug-in for Novell iManager 2.7.5 requires commons-1lang-2.6.jar (or later version) of the
class loader file. Novell iManager uses one class loader for all of its plug-ins. If multiple versions of
the class loader file exist in the /var/opt/novell/iManager/nps/WEB-INF/1ib directory, iManager
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5.7.3

5.7.4

loads whichever one comes first alphabetically. You must remove the earlier versions (such as
commons-lang.jar Of commons-lang-2.4.jar) to ensure that iManager loads the 2.6 or later
version of the class loader file. Restart Tomcat when you are done.

To configure role-based services for the Clusters plug-in, see “RBS Configuration” in the NetlQ®
iManager Administration Guide.

Uninstalling and Reinstalling the Clusters Plug-In

Use the procedure in this section to update an instance of the Clusters plug-in, or to add the Clusters
plug-in on a computer where other storage-related plug-ins are already installed.

1 IniManager, uninstall the currently installed storage-related plug-ins.

2 Copy the new version of the plug-in files to the iManager plug-ins location, manually overwriting
the older version of the plug-in in the packages folder with the newer version of the plug-in.

3 In iManager, install all of the storage-related plug-ins, or install the plug-ins you need, plus the
common code.

4 If you are updating the Clusters plug-in, delete the contents of the /var/opt/novell/tomcaté6/
work/Catalina/localhost/nps work folder.

You must manually delete the old compiled JSPs that are cached in the nps work folder. This
ensures that only the latest files are cached.

5 Verify that the /var/opt/novell/iManager/nps/WEB-INF/11ib directory contains the class
loader file commons-1lang-2.6.jar (or later version), then remove all earlier versions of the file
from the directory.

The Clusters plug-in for Novell iManager 2.7.5 requires commons-1lang-2.6.jar (or later
version) of the class loader file. Novell iManager uses one class loader for all of its plug-ins. If
multiple versions of the class loader file exist in the /var/opt/novell/iManager/nps/WEB-
INF/1ib directory, iManager loads whichever one comes first alphabetically. You must remove
the earlier versions (such as commons-lang.jar Of commons-lang-2.4.jar) to ensure that
iManager loads the 2.6 or later version of the class loader file.

6 Restart Tomcat by entering the following command, or reboot the server if a reboot is required by
any of the patches applied.

rcnovell-tomcaté restart

7 If you use Role-Based Services, continue with Section 5.7.4, “Updating Role-Based Services for
the Clusters Plug-In after Upgrading to OES 11 SP1 and Later,” on page 84.

Updating Role-Based Services for the Clusters Plug-In after
Upgrading to OES 11 SP1 and Later

In OES 11 SP1 or later, the Clusters plug-in replaces the Clusters, the Cluster Manager, BCC
Manager, Cluster Event Log, and Cluster Options menu options with the My Clusters and My
Resources options. The plug-in is updated automatically to show new tasks, and hide old ones.
However, the Role-Based Services role for Clusters is not updated automatically.

If you use Role-Based Services, you must reinstall the Clusters plug-in on the Role-Based Services
Configuration page in order to pick up the modified menu options:

1 IniManager, click Configuration, then select Role Based Services > RBS Configuration.

2 Select the iManager 2.x Collections tab.

3 On the iManager 2.x Collections page, view the entry for Role Based Services 2.novell.
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There are numbers in the columns for Modules, Installed, Out-of-Date, and Not-Installed.

4 Click the number link in the Out-of-Date column for Role Based Services 2.novell.

(6]

Select the check box next to Clusters, then click Update.

This updates the RBS configuration information for the Clusters plug-in.
Click OK to confirm the reinstallation.

After the reinstallation is complete, click OK to confirm the success message.
Log out of iManager.

© 00 N o

any of the patches applied.
rcnovell-tomcaté restart

10 Log in to iManager to use the updated Clusters plug-in.

5.8 Patching Novell Cluster Services

5.9

You should stop Novell Cluster Services when applying maintenance patches for Novell Cluster
Services.

1 Log into the node as the root user, then open a terminal console.
2 Use the cluster leave command to remove the node from the cluster.
3 Stop Novell Cluster Services by entering

rcnovell-ncs stop

4 Apply the latest patches for OES and Novell Cluster Services.
5 Start Novell Cluster Services by entering

rcnovell-ncs start

6 Use the cluster join command to rejoin the node to the cluster.

Removing the NCS Configuration Information
from a Node

You can use the /opt/novell/ncs/install/ncs install.py -r script to remove Novell Cluster

Restart Tomcat by entering the following command, or reboot the server if a reboot is required by

Services configuration information from a node to return it to a preconfigured state. This is useful for

the following scenarios:

+ |f the Novell Cluster Services configuration is unsuccessful, you might have a partial
configuration that prevents you from properly configuring the node for a cluster.

+ You want to move a node from one cluster to another cluster.

If this is a one-node cluster and you created an SBD, you must delete the SBD partition (and possibly

reinitialize if it is a standalone disk). If the SBD is mirrored, delete both the mirror and the SBD
partition before you reconfigure the cluster for the single-node.
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After you remove the cluster configuration information, you can start over with the configuration of
Novell Cluster Services on the node.
1 Log in as the root user to the node that you want to manage, then open a terminal console.

2 In a text editor, create a text file, specify the credentials for the Novell Cluster Services cluster in
it, then save the file.

This file contains a password in clear text. For security reasons, ensure that you delete the file
when you are done.

The following lines are an example of the content of a file, with sample values. The directives are
self-explanatory.

IMPORTANT: Ensure that you change the values inside the quotation marks to the actual
settings for your cluster.

CONFIG_NCS_ CLUSTER DN="cn=clusl, ou=ncs,o=novell"
CONFIG NCS ADMIN DN="cn=admin, o=novell"
CONFIG_NCS ADMIN PASSWORD="password"

3 If the node is configured and working in a cluster, leave the cluster. At a command prompt, enter
cluster leave

This cluster migrates any resources running on the node to other nodes in the cluster. When the
node has successfully left the cluster, the following message is displayed:

Leaving. ..
No longer a member of cluster cluster name

4 Stop Novell Cluster Services if it is running. At the command prompt, enter
rcnovell-ncs stop
Wait until the service has been unloaded.

Stopping Novell Cluster Services
This node is not a member of the cluster

e e e T +
f |
# Please wait for the Novell Cluster Services KOs to unload |
# |
R +

Novell Cluster Services Unloaded
done

5 At the command prompt, enter
/opt/novell/ncs/install/ncs_install.py -r [-f <configuration file names]

Without the - £ option or applicable variables in the configuration file, /opt/novell/ncs/
install/ncs_install.py prompts you to enter needed information.

6 You can check the return code (echo $?) of the command to see if the command is successful
(0). Detailed log information is appended to /var/opt/novell/install/ncslog.
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07/16/13 13:19:49: **x Starting NCS Post-Install **x

07/16/13 13:19:49: config type is: Existing Cluster.

07/16/13 13:19:49: ldap ip is: 10.10.10.37.

07/16/13 13:19:49: ldap port is: 636.

07/16/13 13:19:49: ldap server list is: ldaps://10.10.10.37:636.
07/16/13 13:19:49: Admin dn is: cn=admin,o=novell.

07/16/13 13:19:49: serverName is: myserver.

07/16/13 13:19:49: serverDn is: cn=myserver,O=novell.

07/16/13 13:19:49: server IP is: 10.10.10.37.

07/16/13 13:19:49: cluster dn is: cn=cll34,ou=ncs,o=novell.
07/16/13 13:19:49: Extend schema flag is: False.

07/16/13 13:19:49: Create cluster object flag is: False.

07/16/13 13:19:49: Add node flag is: False.

07/16/13 13:19:49: Delete node flag is: True.

07/16/13 13:19:49: Create node name file flag is: False.

07/16/13 13:19:49: Create cluster lib config file flag is: False.
07/16/13 13:19:49: Create SBD flag is: False.

07/16/13 13:19:49: Start requested flag is: False.

07/16/13 13:19:49: DSFW Enabled is: False.

07/16/13 13:19:49: Set Proxy User: False.

07/16/13 13:19:49: Binding to LDAP server

07/16/13 13:19:49: Deleting server 'cn=myserver,O=novell' from cluster
'cn=cll34,ou=ncs,o=novell"’

07/16/13 13:19:49: Server 'cn=myserver,O=novell' deleted from cluster
'cn=cll34,ou=ncs,o=novell’'.

07/16/13 13:19:49: *** Ending NCS Post-Install ***

7 Configure Novell Cluster Services on the node as described in Section 5.5, “Configuring Novell
Cluster Services,” on page 69.

510 Removing a Node from a Cluster

You can use the procedure in this section to remove a cluster node from the cluster. You must remove
information about the node, even if you will replace the old server with a new server that has the
same node name and IP address.

To delete a cluster node from a cluster:

1 Login as the root user to the node in the cluster that you want to remove, then enter the
following at a command prompt:

cluster leave
When the node has successfully left the cluster, the following message is displayed:
No longer a member of cluster cluster name

2 In a web browser, open iManager, then log in to the eDirectory tree that contains the cluster you
want to manage.

IMPORTANT: Log in as an administrator user who has sufficient rights in eDirectory to delete
and modify eDirectory objects.

3 In iManager, delete the node’s Cluster Node object from the cluster container:
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5.11

IMPORTANT: If you plan to again add the node that is being deleted to the cluster later, it is
recommended to take a note of the node number from the cluster configuration report before
continuing with deletion. For information on how to generate the cluster configuration report, see
Section 10.9, “Generating a Cluster Configuration Report,” on page 169.

3a
3b

3c

Select Directory Administration > Delete Objects.

Browse to the Cluster container ($") of the cluster, locate and select the Cluster Node
object (@) for the node in the container, then click OK.

On the Delete Objects page, click OK, then click OK again to confirm the deletion of the
Cluster Node object.

Select Directory Administration > Modify Object, select the eDirectory Server object for the
node that is being removed from the cluster, remove its NCS attributes, then click OK to save
and apply your changes.

*

5 If the deleted cluster node persists in iManager, do one of the following:

Run the following command as the root user on the master cluster node first and then on
all the slave nodes that are a member of the cluster. It is safe to run the command on an
active cluster:

/opt/novell/ncs/bin/necs-configd.py -init

If you are converting a cluster from NetWare to Linux, you must restart the cluster instead
so that clstrlib.ko is reloaded:

rcnovell-ncs restart

6 (Optional) Build a replacement server with the same node name and IP address, and add it to

the cluster. See Section 5.11, “Adding a Single Node That Was Previously in the Cluster,” on
page 88.

IMPORTANT: When a node is removed temporarily from the cluster for rebuilding it, you must not
extend the cluster with an additional node to avoid the new node getting the node number of the
temporarily removed node.

Adding a Single Node That Was Previously in the
Cluster

Use the procedure in this section to completely rebuild a cluster node that has been destroyed or to
reinstall a cluster node with a newer release of OES. The name and IP address of the node must be
same as that of the node it replaces.

IMPORTANT

+ While the node is being rebuild it must not have access to the shared storage. Reinstalling a

server with access to shared storage can result in complete loss of shared resources.

+ When a node is removed temporarily from the cluster for rebuilding it, you must not extend the

cluster with an additional node to avoid the new node getting the node number of the temporarily
removed node.
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Prerequisites

*

Before you begin replacing the cluster node, it is recommended to create a cluster configuration
report and note the resources that are configured to use the node being replaced. For
information on creating a cluster configuration report, see Section 10.9, “Generating a Cluster
Configuration Report,” on page 169.

You also need to note if there are any eDirectory replicas stored on this node.

In iManager > View Objects > Browse, browse to the NCP server context representing the
cluster node. Select the NCP Server object and perform the task Replica View. For information
on viewing a patrtition’s replica, see Viewing a Partition’s Replicas in the NetlQ eDirectory 8.8
SP8 Administration Guide.

In preparation of the reinstallation, all eDirectory objects representing the node being replaced
and its services must be removed from eDirectory.

In iManager > View Objects > Search, enter <HostName> as the search pattern. This will list all
eDirectory objects representing the node. First delete the NCP Server object only. This can take
a couple of minutes.

When the NCP Server object is deleted, click the Multiple Select link and repeat the search.
Delete all the remaining objects related to the node being reinstalled including the object of class
Unknown representing the SYS volume and the cluster node object.

If the deleted node is still known to the active cluster nodes, force the cluster to recognize that
the node has been permanently removed. See Step 5 of Section 5.10, “Removing a Node from a
Cluster,” on page 87.

Verify that the deletions have been processed properly. Verify that the deleted node is no longer
known to any of the active cluster nodes by using the command cluster view.

Replacing the Cluster Node

1

Install OES with the same patterns that are installed on the other cluster nodes including Novell
Cluster Services and apply the latest patches. Ensure that you use the same node name and IP
address of the node that was previously in the cluster.

2 Add any eDirectory replica that was stored on the server before it was removed from the tree.

3 Deploy the same multipath.conf and bindings file (if any) as used by the other cluster nodes.

Restore access to the shared storage and reboot the node being rebuild. When the node is up,
use nlvm list devices to verify that it has access to the same devices as the active cluster
nodes.

Verify that the reinstalled server has access to the SBD of the cluster it will be added to by using
sbdutil -f -s -n <ClusterNames.

Start YaST oes-install. On the Open Enterprise Server Configuration page under Novell Cluster
Services, enable the configuration, then click the Novell Cluster Services link to open the Novell
Cluster Services Configuration wizard.

For information see, Section 5.5.4, “Accessing the Novell Cluster Services Configuration Page in
YaST,” on page 72.

Configure the replacement node for the existing cluster. Enter or browse to the cluster name.
Leave the other settings at their default value and click Next. If your cluster node has multiple
NICs ensure to select the right IP address on the third page of the cluster configuration.

See Section 5.5.6, “Adding a Node to an Existing Cluster,” on page 78.

After you restart Novell Cluster Services, the replacement server joins the cluster with its old
identity.
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5.12

5.13

Adding Multiple Nodes That Were Previously in a
Cluster

Use the information in this section to rebuild multiple cluster nodes that have been destroyed or to
reinstall multiple cluster node with a newer release of OES. The names and IP addresses of the
nodes must be same as that of the nodes they replace.

You can determine the node number from the node list under the Number column in the cluster
configuration report taken before deleting the node object. For information on how to generate the
cluster configuration report, see Section 10.9, “Generating a Cluster Configuration Report,” on
page 169.

Cluster Services internally identifies cluster nodes by the node number that is permanently assigned
to a cluster node when NCS is configured through YaST. For NCS configuration in YaST, see Step 5
of Section 5.11, “Adding a Single Node That Was Previously in the Cluster,” on page 88.

WARNING

+ When reinstalling multiple cluster nodes at the same time, the nodes must be added back to the
cluster in a sequence with the lowest node number first.

+ If you add nodes back to the cluster in any other sequence, the configuration of the reinstalled
nodes does not match the configuration of the active cluster nodes. Joining such a mis-
configured node back into the cluster has the potential to bring down the whole cluster.

To avoid this, it is strongly recommended to reinstall only one node at a time. If you absolutely need to
reinstall multiple nodes at a time, you must perform the procedure in Section 5.11, “Adding a Single
Node That Was Previously in the Cluster,” on page 88 for each of the nodes and it is critical to do the
NCS configuration also in the sequence with the lowest node number first.

In case you have done the NCS configuration in an incorrect sequence, do not join the reconfigured
nodes to the cluster. Immediately contact Technical Support for assistance.

IMPORTANT: When a node is removed temporarily from the cluster for rebuilding it, you must not
extend the cluster with an additional node to avoid the new node getting the node number of the
temporarily removed node.

Adding a Node After Another Node is Permanently
Removed from the Cluster

When you add a new node to a cluster after another node is permanently removed, the new node is
now assigned the node number of the node that is removed. Because of this, in the cluster view
output, the new node name appears in the place where the removed node name used to appear
before. As this can lead to confusion, it is strongly advised against such a configuration. You can
replace the node by reinstalling it on a new hardware.

For example, in a three node cluster, you permanently remove Node2 and then add a new node
Node4. The cluster view output is as follows:

# cluster view

Cluster CL1

This node Node3 [ epoch 7 master node Node3 ]
Cluster nodes [ Nodel, Node4, Node3 ]
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What's Next

After installing Novell Cluster Services on OES servers (physical servers or virtual guest servers), you
can configure and manage the cluster and cluster resources. See the following:

*

*

*

Chapter 9, “Configuring Cluster Policies, Protocols, and Properties,” on page 117
Chapter 10, “ Managing Clusters,” on page 155.
Chapter 11, “Configuring and Managing Cluster Resources,” on page 197

Chapter 13, “Configuring and Managing Cluster Resources for Shared NSS Pools and
Volumes,” on page 241

Chapter 14, “Configuring and Managing Cluster Resources for Shared LVM Volume Groups,” 0
page 333

Chapter 15, “Upgrading and Managing Cluster Resources for Linux POSIX Volumes with CSM
Containers,” on page 405

If you install Novell Cluster Services at the host level of an OES virtualized server, you can create
cluster resources for the virtual machines. See Section 16.2, “Virtual Machines as Cluster
Resources,” on page 428.
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Joining an OES 2015 SP1 Cluster Node
and Cluster Resource to an Active
Directory Domain

This section describes how to join an OES 2015 SP1 cluster node and cluster resource to an Active
Directory domain.

+ Section 6.1, “Joining the Cluster Node to an Active Directory Domain,” on page 93
+ Section 6.2, “Joining the Cluster Resource to an Active Directory Domain,” on page 98
+ Section 6.3, “Verifying the Service Principals and Computer Objects,” on page 99

+ Section 6.4, “Removing the Cluster Resource from an Active Directory Domain,” on page 102

6.1 Joining the Cluster Node to an Active Directory
Domain

+ Section 6.1.1, “Prerequisites,” on page 93
+ Section 6.1.2, “NSS-AD Support Pattern,” on page 93
+ Section 6.1.3, “Configuring NSS for Active Directory,” on page 96

6.1.1 Prerequisites

+ We recommend that you upgrade all nodes to OES 2015 SP1 in order to provide users
uninterrupted access to their data.

+ The DNS names of the domain controller and the OES 2015 SP1 server must resolve each
other.

+ The clocks on the OES 2015 SP1 server and Active Directory server must be in sync in order for
Kérberos to work properly.

+ You join a computer to Active Directory with a domain administrator, or a domain administrator
equivalent, or a standard domain user account with sufficient rights.

If you plan to designate a standard user, refer to Microsoft documents for configuration details.

6.1.2 NSS-AD Support Pattern

The OES 2015 SP1 installation process remains same as in previous releases. Selecting the NSS
AD Support pattern also selects and installs all the other dependencies.
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Prapuration ¥, Software Selection
» OES Configuration i I [[~]
Pattern 0 .
@3 Novel - Novell Storage Services AD
(R ] ovell iIManager
. . Support
O = Novell iPrint
Movell Storage Services AD Support allows Active
= {é} Novell Linux User Management (LLIM) Directory users to access the NS5 file systems
— seamlessly.
= LJJ Movell NCP Server / Dynamic Storage ...
g This sevice selects and installs these senvices:
e
L ==y Novell:Netstarage * Movell Backup / Storage Management Services
L acuspay (SM3)
| T@ MNovell Pre-migration Server * NetiQ eDirectary
=) * Novell NCF Server
= n_u NovsllRemate Manager (N * Movell Storage Senices (NSS)
=] * Novell CIFS Senvices
D =0 Novsll:Rambg * Movell Linux User Management (LUM)
= L}’ Movell Storage Services (NSS) *Novell:Remate: ManagerINRM)
' This product will not coexist with the following Services: |
[ "‘?N Novell Storage Servicas AD Support |
= . . | * Movell Domain Services for Windows
g Graphical Environments o Navell Samba
B | GNOME Desktop Environment
| . KDE Desktop Environment
& | X| xWindow System | Name Disk Usage Free  Total
= Primary Functions |/ 24 13.8 GB 18.2GB
| =7 ﬂ Cila Smniar E‘
| Details... |
| Help | | Cancel | [ Accept

NSS AD Support requires configuration in order for the installation to proceed further. If you want to
configure it later, disable it, and then continue with the installation.
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L8 YaST2 = B 5

Preparation Novell Open Enterprise Server Configuration

r BE3ckodiguiatin () Skip Configuration

@ Use Following Configuration

Storage Management Services (SMS)

Configure is gnabled

* LDAF Semver: 192.168.100.10

Novell Storage Services AD Support

MNovell Storage Services AD Support requires additional configuration information before continuing
or disable the configuration.

Configure is enabled

* AD Domain Mame: EXAMPLE.COM

* Domain Controller DNS Name: zephyrus.example.com
* AD Administrator Name: Administrator

* Container to create Computer Object: CN=Computers
* Use pre-created computer object: no

* UID start range: 100000

* D end range; 200000

* Global Catalog Server. EXAMPLE.COM

Change... ~ |

Help | abot || Back || Next
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6.1.3 Configuring NSS for Active Directory

3, YasST2

¥l User Access Restrictions

NSS Resource Access Control for Active Directory Users

To control the NS5 resource access for Active Directory users, create a universal group with the
sAMAccountName "OESAccessGrp" anywhere in the AD forest. Cnly the members of this group
will have access to the NSS resources based on their trustee assignments.

In absence of this group, all Active Directory users in the forest can access the NSS resources
based on their trustee assignments.

Supervisory Rights Over the AD-enabled Volumes

All members of the "Domain Admins" group of the domain, where this OES sever joins, will have

supervisory rights over all the AD-enabled volumes. To change the supenvisor group on this server,
use the "nitconfig” utility.

[ || have read these recommendations.|

| rep | | mbot | | Back

Accept the advisory notes and then click Next to proceed the installation further.
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L YaST ARl X

Preparation “. Novell Storage Services AD Support Configuration

» OES Configuration

AD Domain Mame
[ACME.COM |

AD Supemvisor Group

[ Domain Admins ]

AD User Name
[Administrator ]

Password
Containerto create Computer Object
[cn=Computers

[] Use pre-created computer object

Movell Identity Translator (NIT) Configuration
(%] Generate UIDs for AD users

LD Range
{Star‘( End

100000 K [_200000 =

wor | [ mae | [CERT])

rm
[ =

AD Domain Name: Displays the domain name based on this server's LAN settings. Specify the
domain name if you want to join to a different domain.

AD User Name: Specify the user credentials of the Administrator, or an administrator equivalent, or a
standard domain user with sufficient rights to create computer objects.

AD Supervisor Group: Specify the AD supervisor group hame. The AD users belonging to this
group will have supervisory rights for all the volumes associated with that OES server.

Container to create Computer Object: By default, the domain join process creates the computer
object for this server to the default container CN=Computers. If you specify a different Organizational
Unit, for example, OU=0OES2015Servers, it adds the computer object to that OU. Create the OU
before you start configuring NSS for Active Directory.

Use pre-created computer object: Selecting this check box maps this server to the Computer
Object that exists in the container you specified. Before you start configuring NSS for Active Directory,
create the Computer Object with the NetBIOS name of the node.

Novell Identity Translator: OES 2015 includes a new service named Novell Identity Translator (NIT)
that dynamically provides Linux user IDs on OES 2015 or later systems to Novell eDirectory and
Microsoft Active Directory users for NSS file access. NIT can be configured to work with either
eDirectory only or both eDirectory and Active Directory.

For more information about commandline options, see Domain Join Tool to Join the OES 2015
Servers to an Active Directory Domain in the OES 2015 SP1: NSS AD Administration Guide.
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6.2 Joining the Cluster Resource to an Active
Directory Domain

+ Section 6.2.1, “Prerequisites,” on page 98

+ Section 6.2.2, “Steps for Joining the Cluster Resource,” on page 98

6.2.1 Prerequisites

+ The cluster pools that you plan to join must be in the Active state.

+ Each cluster pool must have at least one volume and the volume must be in an active and
mounted state.

+ Upgrade all nodes to OES 2015 SP1 and join them to an Active Directory domain in order to
provide users with uninterrupted access to their data.

6.2.2 Steps for Joining the Cluster Resource

This process includes four main tasks:

1. Upgrading the pool media format.

2. Enabling the Active Directory identities flag for a volume that you plan to provision for the Active
Directory users.

3. Joining the cluster resources to an Active Directory Domain.
4. Verifying the service principals for the node and the resource.

Upgrading the Pool Media Format and Active Directory-enabling the
Volumes
First, upgrade the existing NSS32 cluster pools with the new metadata structure to provision NSS

resources to Active Directory users. This is a one-time activity. Once completed, you cannot return
the media to its previous state.

If you create NSS32 pools, you have to explicitly upgrade them with the new media format. However,
the NSS 64 pools introduced in OES 2015 are shipped with the new media format.

After the media upgrade, you have to enable the Active Directory identities flag for the volumes in
NSS32 and NSS64 pools.

Issue the commands at the NSS Console as the root user.

1 Runthe /pools command and verify that the cluster pool is in the active state.
2 Run the /ZLsSUpgradeCurrentPoolMediaFormatToAD=<POOL_NAME> command.
A successful upgrade is indicated by an appropriate message.
3 Run the /volumes command and verify that the volume is in the active state.
4 Runthe /ADIdentities=<VOLUME NAME> command.
The successful addition of Active Directory identities is indicated by an appropriate message.

5 Next, run the /volumes command again and verify that the AD Enabled attribute appears in the
Attributes column.
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6 Create a 64-bit pool and a volume. Although the 64-bit pool is created with the upgraded media,
the volume is not AD-enabled.

7 Runthe /ADIdentities=<VOLUME NAME> command to add Active Directory identities.

For more information, see Upgrading the NSS Media Format in the OES 2015 SP1: NSS File System
Administration Guide for Linux.

Joining the Cluster Resources to an Active Directory Domain

Next, you will join the resources to an Active Directory domain.

To join the resources, use the user credentials of the Administrator, or an administrator equivalent, or
a standard domain user with sufficient rights to create computer objects.

1 Runkinit and then open the NSSMU console. You can also open the NSSMU console without
running kinit.

2 Select Pools from the menu, and then select the pool that you want to join.

3 Press J on your keyboard.

4 Specify valid Active Directory Information, then Proceed.

If kinit has already been performed and you want to retain the credentials, press Y to skip.
Otherwise, press N to run kinit. This will destroy the credentials cache and you will need to
provide new credentials.

5 Specify the Administrator credentials or the credentials of the user that has sufficient rights, and
then press ok.

NOTE: The credentials that you provide are valid only for this session.

For more information, see Joining Cluster Pools to the AD Domain in the OES 2015 SP1: NSS File
System Administration Guide for Linux.

For more information about commandline options, see Domain Join Tool to Join the OES 2015
Servers to an Active Directory Domain in the OES 2015 SP1: NSS AD Administration Guide.

Verifying the Service Principals and Computer
Objects

This section describes how to verify the service principals created on the OES 2015 SP1 cluster node
and the computer objects created on the Active Directory domain.

Verify that the service principals and computer objects are created for the cluster node and cluster
resource.

1 From the terminal console, run the klist -k command.
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= Terminal
File Edit “iew Terminal Help

eurus:~/Desktop # klist -k
Keytab name: FILE:/etc/krbS.keytab
KVNO Principal
eurus$EEXAMPLE . COM
eurusFEEXAMPLE . COM
eurus$EEXAMPLE. COM
cifs/eurus.example. com@EXAMPLE. COM
cifs/eurus.example.com@EXAMPLE. COM
cifs/eurus.example.com@EXAMPLE. COM
cifs/eurus@EXAMPLE. COM
cifs/eurus@EXAMPLE. COM
cifs/eurus@EXAMPLE. COM
host/eurus. example. com@EXAMPLE . COM
host/eurus.example. com@EXAMPLE . COM
host/eurus.example. com@EXAMPLE. COM
cluster-pooll-ws@EEXAMPLE. COM
cluster-pooll-w@EEXAMPLE. COM
cluster-pooll-w$@EEXAMPLE . COM
cifs/cluster-pooll-w.example.com@EXAMPLE . COM
cifs/cluster-pooll-w.example.com@EXAMPLE . COM
cifs/cluster-pooll-w.example.com@EXAMPLE . COM
cifs/cluster-pooll-w@EXAMPLE. COM
cifs/cluster-pooll- w@EXAMPLE. COM
cifs/cluster-pooll-w@EXAMPLE. COM
host/cluster-pooll-w.example.com@EXAMPLE . COM
host/cluster-pooll-w.example.com@EXAMPLE . COM
2 host/cluster-pooll-w.example.com@EXAMPLE. COM
eurus:~/Desktop # I
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These are the Service Principals of the cluster node.

[=| Terminal
File Edit “iew Terminal Help

eurus:~/Desktop # klist -k

Keytab name: FILE:/etc/krb5.keytab
KVNO Principal

eurusFEEXAMPLE . COM

eurus$EEXAMPLE. COM

eurus$EEXAMPLE . COM
cifs/eurus.example.com@EXAMPLE. COM
cifs/eurus.example.com@EXAMPLE. COM
cifs/eurus.example. com@EXAMPLE. COM
cifs/eurus@EXAMPLE. COM
cifs/eurus@EXAMPLE. COM
clfs/eurus@EXAMPLE. COM

host/eurus.example. com@EXAMPLE . COM
host/eurus.example. com@EXAMPLE. COM
host/eurus. example. com@EXAMPLE. COM
cluster-pooll-wH@EEXAMPLE. COM
cluster-pooll-w$@EEXAMPLE . COM
cluster-pooll-w$@EEXAMPLE . COM
cifs/cluster-pooll-w.example.com@EXAMPLE . COM
cifs/cluster-pooll-w.example.com@EXAMPLE . COM
cifs/cluster-pooll-w.example.com@EXAMPLE . COM
cifs/cluster-pooll-w@EXAMPLE. COM
cifs/cluster-pooll-w@EXAMPLE. COM
cifs/cluster-pooll-w@EXAMPLE. COM
host/cluster-pooll-w.example.com@EXAMPLE . COM
host/cluster-pooll-w.example.com@EXAMPLE . COM
2 host/cluster-pooll-w.example.com@EXAMPLE. COM
eurus:~/Desktop # i
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These are the Service Principals of the cluster resource.
2 Open the Active Directory users and computers console.

You will notice that computer objects have been created or mapped to the pre created computer

objects for the cluster node and the cluster resource.
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File Action View Help
e 2E oo Bm3aETah

| Active Directory Users and Com|| Mame Type Description
b (o] Saved Queries & boreas Computer
4 3 example.com 18 cluster-pool1-w Computer

b [ Builtin [ eurus Computer|
| Computers

b 2] Domain Controllers

I [ | ForeignSecurityPrincipals
o | Managed Service Accour
B [ Users

This is the Cluster node that you joined to the Active Directory domain.

File Action View Help
I EEIEEEN EEE Y 8-
| Active Directory Users and Com|| Name Type Description
b | Saved Queries boreas Computer
e

- ﬁ example.com cluster-pooll-w Computerl

B ] Builtin & eurus Computer
7| Computers

b =] Domain Controllers
[ ForeignSecurityPrincipals
| Managed Service Accour
p [7] Users

This is the Cluster resource that you joined to the Active Directory domain.
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6.4 Removing the Cluster Resource from an Active
Directory Domain

Executing the . /novell-ad-util --leave-domain --cluster-resource
<resource FDN eDir format> --domain-name <DOMAIN NAME> command will disjoin the cluster
resource from the Active Directory domain.

Example:

./novell-ad-util --leave-domain --cluster-resource .cn=CLUSTER-OES2015-POOL-
SERVER.o=novell.t=NSSAD CLUSTER. --domain-name EXAMPLE.COM

How do | remove stale entries of keytab for unjoined cluster resources on all cluster nodes in
the cluster?

When you disjoin a cluster resource from an Active Directory domain, novell-ad-util removes the
keytab entries of that resource from the default keytab file, /etc/krb5 . keytab, and deletes the
volume keytab file. For example, /media/nss/voll/. NETWARE/vol.keytab on the node where the
resource is running.

Before disjoining the resource, if you have migrated it to other cluster nodes, all the cluster nodes
where the resource is migrated will have the default keytab entries.

When you disjoin the cluster resource, the default keytab entries for that specific cluster node and the
volume keytab entries will be removed. However, the default keytab entries will still be seen on those
nodes where the resource was migrated.

To remove the stale entries, execute the following command respectively all nodes other than the
node that you used for the resource disjoin:

./novell-ad-util --purge 0 --cluster-resource <cluster dn> --domain-name <domain
names

This command removes the keytab entries of the cluster resource <cluster dn> specified; it will not
remove the volume keytab file.

How do | migrate resources in a Mixed-Mode (nodes joined to the AD domain and nodes not
joined to the AD domain) environment?

In a mixed-mode state, if you migrate a resource from a node joined to an AD domain to a node that
is not, AD users provisioned to that resource will lose access to their data. However, eDirectory users
will continue to have access without any hindrance.

At a later point in time, if you join the other node (not joined to AD domain) to the AD domain, AD
users will still not have access to their data, even though the resource is up and running. To enable
AD users access to their data, offline the resource and bring it back online.
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7 Upgrading OES Clusters

This section describes how to upgrade a Novell Cluster Services cluster and the file system
resources from Open Enterprise Server (OES) 11 SP2 to OES 2015 SP1 or from OES 2015 to OES
2015 SP1. See the individual service guides for information about upgrading clustered services.

+ Section 7.1, “Requirements and Guidelines for Upgrading Clusters,” on page 103

+ Section 7.2, “Upgrading Nodes in the Cluster (Rolling Cluster Upgrade),” on page 103

¢ Section 7.3, “Upgrade Issues for OES 11 SP2,” on page 105

+ Section 7.4, “Upgrade Issues for OES 2015,” on page 105

7.1 Requirements and Guidelines for Upgrading
Clusters

As you upgrade a cluster to the next SP release version for the OES 11 software, you have a mixed-
mode cluster made up of nodes running the old platform and the next SP platform. In addition to the
Chapter 4, “Planning for Novell Cluster Services,” on page 37, consider the following rules and
recommendations for mixed clusters during an upgrade to the next SP release:

+ Mixed-mode clusters should be considered a temporary configuration that exists only during an
upgrade.

+ Adding a new cluster node with the old version to a mixed-mode cluster is not supported.

+ NSS pool cluster resources can fail over to any node in the mixed-mode cluster.

+ LVM volume group cluster resources can fail over to any node in the mixed-mode cluster.

+ CSM cluster resources can fail over to any node in the mixed-mode cluster.

+ No storage management functions should be executed while a cluster is in mixed-mode unless
you must do so as part of the documented upgrade process. Do not attempt to create, delete,
expand, or modify the properties for partitions, pools, or volumes for any shared resources in the
cluster.

7.2 Upgrading Nodes in the Cluster (Rolling Cluster
Upgrade)

Performing a rolling cluster upgrade lets you keep your cluster up and running and lets your users
continue to access cluster resources while the upgrade is being performed.

During a rolling cluster upgrade, one OES server is upgraded at a time to the next SP release. You
can also add new nodes running the next SP release. You should complete the upgrade as soon as
possible. Don’t leave the cluster in a mixed-mode state for an extended period.

To perform a rolling cluster upgrade:

1 Make a note of the OES components that are installed on the existing cluster nodes.

You will probably want to install the same OES components on any new nodes that you add to
the cluster.
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2 If you are adding new nodes, prepare the nodes for the cluster, but do not allow them to join the
cluster.

2a Install SUSE Linux Enterprise Server (SLES) 11 SP4 and the OES Services from the OES
2015 SP1 Add-On DVD, including Novell Cluster Services, but do not configure the node for
the cluster at this time.

2b Verify that the server is functioning properly.

2c In YaST, go to the Novell Cluster Services Configuration page as described in Section 5.5.4,
“Accessing the Novell Cluster Services Configuration Page in YaST,” on page 72.

2d Configure the node for the existing OES cluster as described in Section 5.5.6, “Adding a
Node to an Existing Cluster,” on page 78. Complete the following fields:

Parameter Action
LDAP administrator user password Specify the password of the user name shown, then click
OK.

Typically, this is the LDAP administrator identity that was
used when the OES Services were installed, or the identity
configured after the install in Section 5.5.3, “Using Different
LDAP Credentials for the Cluster Configuration,” on

page 72.
New or existing cluster Select Existing Cluster.
Directory Server Address Select the check box next to the IP address of the LDAP

server you want to use as the default for this node. The
local LDAP server is selected by default.

You can add, remove, or change the order of available
LDAP servers for the node after the setup is complete. See
Section 9.13.1, “Changing the Administrator Credentials or
LDAP Server IP Addresses for a Cluster,” on page 147.

Cluster FDN Click Browse, navigate the tree to select the existing
Cluster object for the OES 11 cluster, click OK, then click
Next.

NCS Proxy User Name Specify one of the following users as the NCS Proxy user

for this server, then click Next:

+ OES Common Proxy User (default if it was configured
for the server)

+ LDAP Admin User

* Another Administrator User

IP address of this node From the drop-down list, select the IP address that Novell
Cluster Services will use for this node.

Start Cluster Services now Deselect the check box.

Do not start cluster services on this node or join the cluster
until Step 4, after all of the Linux POSIX cluster resources
have been taken offline.

2e Click Finish, review the summary, then click Next to complete the configuration.
2f Click Finish to close the OES Configuration dialog box.
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1.3

7.4

3 For each of the new nodes in turn, start Novell Cluster services manually by using one of the
following methods, and allow the node to join the existing cluster.

*

*

Reboot the cluster server.

At a command prompt, go to the /etc/init.d directory, then enter the following as the
root user:

./novell-ncs start
At a command prompt, enter the following as the root user:

rcnovell-ncs start

4 For each new node, ensure that you modify the Preferred Nodes list accordingly for each of the
cluster resources.

5 For each of the existing cluster nodes in turn:

ba
5b

5¢

5d

5e
5f

59

5h
5i
5

Log in to the node as the root user, then open a terminal console.
Use the cluster leave command to remove the node from the cluster.

Any cluster resources that were running on the server should fail over to another server in
its preferred nodes list.

You can also manually cluster migrate the resources to another server in the cluster prior to
bringing down the server.

Stop Novell Cluster Services by entering
rcnovell-ncs stop

If the autostart of Novell Cluster Services is enabled, you must disable autostart in order to
prevent it from automatically loading Novell Cluster Services during the upgrade. Enter

chkconfig -s novell-ncs off

Apply the next SP release as an upgrade, and fully patch the system.
(Optional) Enable the autostart of Novell Cluster Services for the node, enter

chkconfig -s novell-ncs on
Start Novell Cluster Services by entering
rcnovell-ncs start

Use the cluster join command to rejoin the node to the cluster.
Modify the Preferred Nodes list accordingly for each of the cluster resources.
Repeat these steps for each existing node in the cluster.

6 After all of the existing nodes have been upgraded and any new nodes added, the conversion is
complete.

Upgrade Issues for OES 11 SP2

There are no known upgrade issues from OES 11 SP2 to OES 2015 SP1.

Upgrade Issues for OES 2015

There are no known upgrade issues from OES 2015 to OES 2015 SP1.
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8.1

8.1.1

Upgrading Clusters from OES 2 SP3 to
OES 2015 SP1

This section describes how to upgrade a Novell Cluster Services cluster and the file system
resources from Open Enterprise Server (OES) 2 SP3 to OES 2015 SP1. See the individual service
guides for information about converting cluster resources.

IMPORTANT: You can upgrade a cluster from OES 2 SP3 to OES 2015 SP1. The same release
version of OES must be installed and running on each new or upgraded node in the cluster.

The procedures in this section refer to OES 11x. A specific version of OES 11 is mentioned only if the
procedure applies only to that version of the platform.

+ Section 8.1, “What's New and Changed for Clustered Storage,” on page 107
+ Section 8.2, “Supported Upgrade Paths from OES 2 SP3 to OES 2015 SP1,” on page 111

+ Section 8.3, “Requirements and Guidelines for Upgrading Clusters from OES 2 SP3,” on
page 111

¢ Section 8.4, “Adding OES 2015 SP1 Nodes to an OES 2 SP3 Cluster (Rolling Cluster Upgrade),”
on page 112

+ Section 8.5, “Updating the Clusters Plug-in for Novell iManager,” on page 115

+ Section 8.6, “Upgrading a Cluster with DST Resources from OES 2 SP3 to OES 2015 or Later,”
on page 115

What's New and Changed for Clustered Storage

Beginning in OES 11 or later, Novell Cluster Services supports the following file system resources:

+ Section 8.1.1, “NSS Pools (Storage Manager),” on page 107

+ Section 8.1.2, “Behavior of an NSS Pool Resource with Media Version 44.03 and Above in
Mixed Node Cluster,” on page 108

¢ Section 8.1.3, “Linux POSIX File Systems on an EVMS CSM (Compatibility Only),” on page 110
+ Section 8.1.4, “Linux POSIX File Systems on an LVM Volume Group,” on page 110

NSS Pools (Storage Manager)

Novell Cluster Services supports NSS pools. In a mixed-mode cluster, existing NSS pool cluster
resources can be cluster migrated to any node in the cluster.

NSS pools are managed by different storage managers on each platform, as shown in Table 8-1. In a
mixed-mode cluster with older operating systems, the OES 11 (or later) nodes are not able to
recognize storage management actions performed on a pool on the alternate management system.
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Table 8-1 Storage Managers for NSS Pools

Platform Storage Manager

OES 11 and later Novell Linux Volume Manager (NLVM)

OES 2 SP3 Enterprise Volume Management System (EVMS)
NetWare 6.5 SP8 Media Manager

In NetWare 6.5 SP8 and OES 2 SP3, NSS management tools recognize only DOS devices that are
up to 2 TB in size. In OES 11 and later, the NSS management tools can initialize a device to use the
DOS partition table scheme or GUID partition table (GPT) scheme. DOS supports device sizes up to
2 TB. GPT supports device sizes of any size, which allows you to create NSS pools up to 8 TB
(terabytes) in size on a single device. In a mixed-mode cluster, the older platforms do not recognize
devices that are partitioned with the GPT partitioning scheme.

WARNING: In a mixed-mode cluster, do not perform any storage management actions (create,
modify, or delete) for NSS pools while OES 11 (or later) nodes are active in the cluster. Any such
action can result in data corruption.

You must not perform storage management actions on pools while the cluster is in mixed mode. Wait
to create new NSS pools until after all of the nodes in the cluster are upgraded. If it is necessary to
create, modify, or delete a pool as part of a documented cluster resource upgrade process, you must
shut down the OES 11x nodes, create the NSS pool cluster resource on the older nodes, then restart
the upgraded nodes. This allows the upgraded nodes to see the new configuration. This is critical so
that pools are able to cluster migrate across platforms, and to prevent possible corruption.

For information about creating and managing NSS pool cluster resources on OES 11 or later, see
Chapter 13, “Configuring and Managing Cluster Resources for Shared NSS Pools and Volumes,” on
page 241.

8.1.2 Behavior of an NSS Pool Resource with Media Version 44.03
and Above in Mixed Node Cluster

A mixed node cluster environment can contain OES 11 SP2, OES 2015, and OES 2015 SP1 nodes.
The AD media upgraded NSS32 and NSS64 pools cannot be loaded in OES 11 SP2 nodes.

When a resource comes online, it tries to load on a node based on the preferred node assignment
(OES 2015 or later nodes), and the older OES cluster nodes are skipped from the preferred node list.
If OES 2015 or later nodes are not available in the cluster, the resources are moved to “unassigned”
state.

However, if the upgraded (OES 2015 or later) node comes up or any new OES (OES 2015 or later)
node is added to the cluster, the resource will automatically loads on the OES 2015 or later node.

IMPORTANT
+ All nodes in the cluster must be patched with the latest OES patches. Otherwise, the AD media
resource goes to comatose state on nodes earlier than OES 2015.

+ All nodes in the cluster must belong to OES 11 SP2 or later. If any OES node in the cluster is
older than OES 11 SP2, this feature does not work.
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In NSS32 and NSS64 pool type, the pool status can be determined by the media version. Table 8-2
provides information about the NSS32 and NSS64 pool type media version.

Table 8-2 NSS Pool Media Version Details

Pool Media Version

Description

44.03 ¢ 44: An NSS32 pool that supports AD.

¢ 03: All volumes are upgraded to support hard links.
51.00 + 51: An NSS64 pool that supports AD by default.

¢ 00: All volumes are upgraded to support hard links.
45.00 ¢ 45: An NSS32 pool that supports Trustee Index.

¢ 00: Some volumes are not upgraded to support Trustee Index.
52.00 ¢ 52: An NSS64 pool that supports Trustee Index.

¢ 00: Some volumes are not upgraded to support Trustee Index.
45.01 ¢ 45: An NSS32 pool that supports Trustee Index.

+ 01: All volumes are upgraded to support Trustee Index.
52.01 + 52: An NSS64 pool that supports Trustee Index.

01: All volumes are upgraded to support Trustee Index.

Similarly, the volume status can also be determined by the media version. Table 8-3 provides
information about the NSS volume media version.

Table 8-3 NSS Volume Media Version Details

Volume Media Version

Description

38.05 + 38: An NSS volume that supports Hard Link.

+ 05: An NSS volume is upgraded to support hard links.
41.00 * 41: An NSS volume that supports Trustee Index.

+ 00: An NSS volume is not upgraded to support Trustee Index.
41.01 * 41: An NSS volume that supports Trustee Index.

01: An NSS volume is upgraded to support Trustee Index.
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8.1.3 Linux POSIX File Systems on an EVMS CSM (Compatibility
Only)

Novell Cluster Services for OES 11 and later provides compatibility support for Linux POSIX file
systems that were created by using the Cluster Segment Manager (CSM) in EVMS (Enterprise
Volume Management System).

For OES 2 SP3, Novell Cluster Services provided a Cluster Segment Manager (CSM) for EVMS to
support cluster resources for Linux POSIX file systems. EVMS was deprecated in the SUSE Linux
Enterprise Server (SLES) 11 release, and is no longer available. Accordingly, Novell Cluster Services
provides compatibility support for these cluster resources. It has been modified in the following ways
to allow you to move clustered Linux POSIX file systems from OES 2 SP3 to OES 11 and later:

+ Recognizes and supports the EVMS-based file system structure.

+ Provides a way for managing a resource in the load, unload, and monitor scripts that works with
the EVMS device and segment structure.

+ Changes the device path from /dev/evms/ to /dev/mapper/, Which is the same location where
LVM devices are stored.

Before any of the new OES 11x nodes join an OES2 SP3 cluster, you must offline all resources that
use Linux POSIX volumes. Modify their load, unload, and monitor scripts to use the new commands
for compatibility mode. Allow some OES 11x nodes to join the OES 2 SP3 cluster, then modify each
resources’ preferred nodes list to use only the OES 11x nodes in the cluster. Ensure that you disable
Resource Follows Master setting for the resource until the conversion is finalized. After a resource’s
scripts and preferred nodes list have been modified, you can bring the resource online only on OES
11x nodes. As you add other OES 11x nodes, you can add those to the preferred nodes lists for
failover.

After a resource has been moved from an OES 2 SP3 node to an OES 11x node, it is not supported
to move it back to an OES 2 SP3 node. The resource should fail over only to other OES 11x nodes in
a mixed cluster.

In the NSS management tools, the CSM layer is reported in the Details page for the shared device.
This allows you to recognize the difference between the Linux POSIX resources that were created
with EVMS and the new Linux LVM volume group resources that are created on OES 11x.

For information about managing CSM cluster resources on OES 11 and later servers, see
Chapter 15, “Upgrading and Managing Cluster Resources for Linux POSIX Volumes with CSM
Containers,” on page 405.

8.1.4 Linux POSIX File Systems on an LVM Volume Group

Beginning in OES 11 or later, Novell Cluster Services supports Linux POSIX file systems on Linux
Volume Manager (LVM) volume groups, including Btrfs, Ext2, Ext3, ReiserFS, and XFS. For
information about the file systems, see the “Overview of Linux POSIX File Systems” in the OES 2015
SP1: Linux POSIX Volume Administration Guide.

IMPORTANT: You should not create new Linux POSIX cluster resources while the cluster is in mixed
mode, except as part of a documented conversion procedure.

The LVM-based cluster resources can be used on OES 11 or later nodes in a mixed-mode cluster.
The resource must not be moved to a node running the older platform. Ensure that you set up your
preferred nodes for failover so that the LVM volume group cluster resource fails over only to the
nodes running the new platform in a mixed-mode cluster.

110 OES 2015 SP1: Novell Cluster Services for Linux Administration Guide


https://www.novell.com/documentation/oes2015/pdfdoc/stor_posixvol_lx/stor_posixvol_lx.pdf#bookinfo
https://www.novell.com/documentation/oes2015/pdfdoc/stor_posixvol_lx/stor_posixvol_lx.pdf#bookinfo
https://www.novell.com/documentation/oes2015/pdfdoc/stor_posixvol_lx/stor_posixvol_lx.pdf#lpvovw

8.2

8.3

Beginning with OES 11 SP1 or later, NSSMU and Novell Linux Volume Manager (NLVM) commands
can be used to create cluster enabled LVM volume group cluster resources. See Chapter 14,
“Configuring and Managing Cluster Resources for Shared LVM Volume Groups,” on page 333.

Linux LVM management tools are also available in the YaST Expert Partitioner and in native Linux
LVM command line commands. For information about using Linux commands to create a shared LVM
volume group and cluster enabling it for Novell Cluster Services, see Section 14.4.1, “Creating a
Shared LVM Volume with LVM Commands,” on page 359.

Supported Upgrade Paths from OES 2 SP3to OES
2015 SP1

The following upgrade paths are supported from OES 2 to OES 2015:

From this OES 2 platform To this OES 2015 SP1 platform

OES 2 SP3 (64-bit) on SUSE Linux Enterprise Server OES 2015 SP1 on SUSE Linux Enterprise Server 11
10 SP4 SP4

Requirements and Guidelines for Upgrading
Clusters from OES 2 SP3

In addition to the Chapter 4, “Planning for Novell Cluster Services,” on page 37, consider the
following rules and recommendations when upgrading from OES 2 SP3:

+ Mixed-mode clusters should be considered a temporary configuration that exists only during an
upgrade.

+ Adding a new OES 2 SP3 cluster node to a mixed-mode cluster is not supported.

¢ Linux POSIX cluster resources on OES 2 SP3 nodes must be taken offline before you allow any
of the OES 2015 SP1 nodes to join the cluster.

Before bringing a resource online again, ensure that you modify its scripts for compatibility mode
and configure its preferred nodes list to ensure that it is loaded on and fails over to only OES
2015 SP1 nodes. You should also disable the Resource Follows Master settings until after the
cluster conversion is finalized. For instructions, see Chapter 15, “Upgrading and Managing
Cluster Resources for Linux POSIX Volumes with CSM Containers,” on page 405.

+ After OES 2015 SP1 nodes are added to the OES 2 SP3 cluster, the Linux POSIX cluster
resources must be mounted on and fail over to only OES 2015 SP1 nodes.

+ NSS pool cluster resources can fail over to any node in the mixed-mode OES 2 SP3 and OES
2015 SP1 cluster.

+ No storage management functions should be executed while a cluster is in mixed-mode unless
you must do so as part of the documented upgrade process. Do not attempt to create, delete,
expand, or modify the properties for partitions, pools, or volumes for any shared resources in the
cluster.

IMPORTANT: If it is necessary to create, modify, or delete a pool as part of a documented
cluster resource upgrade process, you must shut down the OES 2015 SP1 nodes, create the
NSS pool cluster resource on an OES 2 SP3 node, then restart the OES 2015 SP1 nodes. This
allows the OES 2015 SP1 nodes to see the new configuration. This is critical so that pools are
able to migrate, and to prevent possible corruption.
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+ You should not create new LVM volume group cluster resources in a mixed-mode cluster. Wait
until after the cluster upgrade is completed.

+ LVM2 wasn't the default volume manager on OES 2 SP3 and new features of LVM2 are only
available on OES 2015 or later, we suggest administrators don't modify LVM2 metadata, such as
creating and expanding volumes, before all nodes are running OES 2015 or later.

8.4 Adding OES 2015 SP1 Nodes to an OES 2 SP3
Cluster (Rolling Cluster Upgrade)

Performing a rolling cluster upgrade from OES 2 SP3 to OES 2015 SP1 lets you keep your cluster up
and running and lets your users continue to access cluster resources while the upgrade is being
performed.

During a rolling cluster upgrade, one OES 2015 SP1 server is added at a time, either by adding a new
node or upgrading an OES 2 SP3 node:
¢ Add an OES 2015 SP1 node and migrate resources to it.
+ Remove (cluster leave command) an OES 2 SP3 node, upgrade it to OES 2015 SP1, return it to
the cluster, and migrate resources to it.

After all desired OES 2015 SP1 nodes are present in the cluster, remove any remaining OES 2 SP3
nodes that will not be upgraded, migrating their resources to OES 2015 SP1 nodes. You should
complete the upgrade as soon as possible. Don’t leave the cluster in a mixed-mode state for an
extended period.

To perform a rolling cluster upgrade:

1 Make a note of the OES components that are installed on the OES 2 SP3 cluster nodes.

You will probably want to install the same OES components on the OES 2015 SP1 nodes that
you add to the cluster.

2 Prepare some OES 2015 SP1 nodes for the cluster, but do not allow them to join the cluster.

IMPORTANT: If you are upgrading an OES 2 SP3 cluster node to OES 2015 SP1, leave the
cluster before the upgrade and do not rejoin until Step 4.

2a Install SLES and the desired OES Services, including Novell Cluster Services, but do not
configure the node for the cluster at this time.

2b Verify that the server is functioning properly.

2c In YaST, go to the Novell Cluster Services Configuration page as described in Section 5.5.4,
“Accessing the Novell Cluster Services Configuration Page in YaST,” on page 72.

2d Configure the node for the existing OES 2 SP3 cluster as described in Section 5.5.6,
“Adding a Node to an Existing Cluster,” on page 78.

Parameter Action
LDAP administrator user password Specify the password of the user name shown, then click
OK.

Typically, this is the LDAP administrator identity that was
used when the OES Services were installed, or the identity
configured after the install in Section 5.5.3, “Using Different
LDAP Credentials for the Cluster Configuration,” on

page 72.
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Parameter Action

New or existing cluster Select Existing Cluster.

Directory Server Address Select the check box next to the IP address of the LDAP
server you want to use as the default for this node. The
local LDAP server is selected by default.

You can add, remove, or change the order of available
LDAP servers for the node after the setup is complete. See
Section 9.13.1, “Changing the Administrator Credentials or
LDAP Server IP Addresses for a Cluster,” on page 147.

Cluster FDN Click Browse, navigate the tree to select the existing
Cluster object for the OES 2 SP3 cluster, click OK, then
click Next.

NCS Proxy User Name Specify one of the following users as the NCS Proxy user

for this server, then click Next:

* OES Common Proxy User (default if it was configured
for the server)

¢ LDAP Admin User

+ Another Administrator User

IP address of this node From the drop-down list, select the IP address that Novell
Cluster Services will use for this node.

Start Cluster Services now Deselect the check box.

Do not start cluster services on this node or join the cluster
until Step 4, after all of the Linux POSIX cluster resources
have been taken offline.

2e Click Finish, review the summary, then click Next to complete the configuration.
2f Click Finish to close the OES Configuration dialog box.

3 On each OES 2 SP3 node, prepare each of the existing Linux POSIX cluster resources for OES
11x by doing the following:

3a Take the Linux POSIX cluster resource offline.
3b Disable the Resource Follows Master option for the resource.
3c Modify the resource’s load, unload, and monitor scripts.

Use one of the following methods to prepare the resource, depending on how it is
configured:

¢ Cluster Segment Manager: If the Linux POSIX volume is built directly on the Cluster
Segment Manager, follow the procedure in Section 15.4, “Modifying the Scripts for
CSM Resources without a Segment Manager,” on page 408. This is the typical
configuration in OES 2 SP3.

+ Cluster Segment Manager plus Another Segment Manager: If one or multiple
Linux POSIX volumes are built on a segment manager on top of the Cluster Segment
Manager, follow the procedure in Section 15.5, “Modifying the Scripts for CSM
Resources with a Segment Manager,” on page 413. This is an optional configuration in
OES 2 SP3 that is rarely used.

3d Modify other resource policy settings as desired, but do not enable the Resource Follows
Master option.
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3e Do not bring a Linux POSIX resources online until you are ready to do so in Step 5b, after its
Preferred Nodes list has been modified to use only OES 11x nodes.

3f Repeat Step 3a to Step 3e for each Linux POSIX cluster resource.

4 For each of the new OES 2015 nodes, start Novell Cluster services manually by using one of the
following methods, and allow the node to join the OES 2 SP3 cluster.

+ Reboot the cluster server.

¢ At a command prompt, go to the /etc/init.d directory, then enter the following as the
root USer:
./novell-ncs start

+ At acommand prompt, enter the following as the root user:

rcnovell-ncs start

5 For each of the Linux POSIX cluster resources in turn, do the following:

5a In iManager, modify the resource’s Preferred Nodes list to include only OES 11x nodes as
described in Section 15.7, “Configuring the Preferred Nodes and Cluster Settings for a CSM
Cluster Resource,” on page 421.

5b In iManager, bring the resource online on its first preferred node. Click Clusters > My
Clusters, then select the cluster. On the Cluster Manager page, select the resource object,
then click Online.

You can also use the cluster online command. Open a terminal console as the root
user, then enter

cluster online <resource name> <node name>

5c Verify that the resource and any related services are working properly for the resource.
5d Repeat Step 5a to Step 5c¢ for each Linux POSIX cluster resource.

6 If you add more OES 11x nodes, ensure that you modify the Preferred Nodes list accordingly for
each of the Linux POSIX cluster resources.

7 For each of the existing OES 2 SP3 cluster nodes that you want to upgrade to OES 2015:
7a Log in to the node as the root user, then open a terminal console.
7b Use the cluster leave command to remove the node from the cluster.

Any cluster resources that were running on the server should fail over to another server in
its preferred nodes list.

You can also manually cluster migrate the resources to another server in the cluster prior to
bringing down the server.

7c Stop Novell Cluster Services by entering

rcnovell-ncs stop
7d Apply the OES 2015 and Novell Cluster Services upgrade, and fully patch the system.
7e Start Novell Cluster Services by entering

rcnovell-ncs start

7f Use the cluster join command to rejoin the node to the cluster.
79 Modify the Preferred Nodes list accordingly for each of the cluster resources.
7h Repeat these steps for each OES 2 SP3 node that you want to upgrade.
8 Bring down each of the OES 2 SP3 cluster nodes that you want to remove from the cluster.
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Any cluster resources that were running on the server should fail over to another server in its
preferred nodes list.

You can also manually migrate the resources to another server in the cluster prior to bringing
down the server.

9 After the last cluster resource has been moved to the OES 11x nodes and all OES 2 SP3 nodes
have left the cluster, the conversion is complete.

8.5 Updating the Clusters Plug-in for Novell iManager

8.6

Beginning in OES 11 SP1, the Clusters plug-in replaces the Cluster Manager, BCC Manager, Cluster
Event Log, and Cluster Options menu options with the My Clusters and My Resources options. The
former menu options appear as tabs when you select a cluster from the My Clusters page. The plug-
in is updated automatically to show new tasks, and hide old ones. However, the Role-Based Services
role for Clusters is not updated automatically.

If you use Role-Based Services, the Clusters plug-in must be updated manually on the Role-Based
Services Configuration page in order to pick up the modified menu options. See Section 5.7,
“Installing or Updating the Clusters Plug-in for iManager,” on page 83.

Upgrading a Cluster with DST Resources from
OES 2 SP3 to OES 2015 or Later

You can upgrade a cluster from OES 2 SP3 to OES 2015 or later. The same release version of OES
2015 or later must be installed and running on each new or upgraded node in the cluster.

The procedure in this section refers to OES 2015 or later.

If you replace an OES 2 SP3 node with an OES 2015 or later node instead of using an in-place
upgrade to OES 2015 or later, you must manually configure the global policies and move the All
Shadowed Volumes policies data to the OES 2015 or later node.

1 On the replacement OES 2015 or later node, set the same global configuration policies that are
set on the OES 2 SP3 nodes.

2 Ifyou have All Shadowed Volumes policies set on the OES 2 SP3 nodes, copy the information in
the /usr/novell/sys/. NETWARE/shadow policy.xml file to the same path on the
replacement OES 2015 or later nodes.

3 IniManager, use the Clusters plug-in to modify the preferred nodes list for each DST pool cluster
resource to specify only OES 2015 or later nodes as fail-over candidates.

4 Launch a terminal console, then cluster migrate the DST pool cluster resource to an OES 2015
or later node:

cluster migrate <dst volume cluster resource> [0es2015 node namel

If the node name is not specified, the resource automatically is brought online on an available
node in its preferred nodes list. To bring it online on a specific node, you can specify a node in its
preferred nodes list. The resource will be mounted there if it is possible to do so; that is, if the
node is available and there are no resource conflicts.
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Configuring Cluster Policies, Protocols,
and Properties

After installing Novell Cluster Services on one or more nodes in a cluster, you can configure the
settings for the cluster to meet your needs and help you manage the cluster effectively. This
additional configuration might consist of changing the values on some of the properties for the Cluster
object.

¢ Section 9.1, “Understanding Cluster Settings,” on page 117

+ Section 9.2, “Setting Up a Personalized List of Clusters to Manage,” on page 121

¢ Section 9.3, “Selecting a Cluster to Manage,” on page 125

+ Section 9.4, “Configuring Quorum Membership and Timeout Policies,” on page 128

¢ Section 9.5, “Configuring Cluster Protocols,” on page 129

+ Section 9.6, “Configuring Cluster Event Email Notification,” on page 131

¢ Section 9.7, “Configuring Cascade Failover Prevention,” on page 133

+ Section 9.8, “Configuring NCS to Monitor the eDirectory Daemon (ndsd),” on page 136

+ Section 9.9, “Configuring the Cluster Node Reboot Behavior,” on page 139

¢ Section 9.10, “Configuring STONITH,” on page 140

¢ Section 9.11, “Viewing or Modifying the NCS Proxy User Assignment in the NCS Management
Group,” on page 142

+ Section 9.12, “Viewing or Modifying the Cluster Master IP Address or Port,” on page 143

¢ Section 9.13, “Moving a Cluster, or Changing the Node IP Addresses, LDAP Servers, or
Administrator Credentials for a Cluster,” on page 147

+ Section 9.14, “What's Next,” on page 154

9.1 Understanding Cluster Settings

IMPORTANT: You must perform all Cluster Services configuration operations on the master node in
the cluster. In iManager, select the Cluster object, not the Cluster Node objects.

¢ Section 9.1.1, “Cluster Policies,” on page 118

¢ Section 9.1.2, “Cluster Priorities,” on page 119

¢ Section 9.1.3, “Cluster Protocols,” on page 119

+ Section 9.1.4, “RME Groups,” on page 120

¢ Section 9.1.5, “BCC,” on page 120

+ Section 9.1.6, “Cascade Failover Prevention,” on page 120

¢ Section 9.1.7, “Monitoring the eDirectory Daemon,” on page 120
+ Section 9.1.8, “Cluster Node Reboot Behavior,” on page 120

¢ Section 9.1.9, “STONITH,” on page 121

¢ Section 9.1.10, “Cluster Information,” on page 121
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9.1.1 Cluster Policies

Cluster policies are configuration settings that determine how a cluster is accessed, how many nodes
are needed to form a quorum on startup, and if email notifications are sent. You can manage cluster
policies in iManager by going to Clusters > My Clusters, selecting a cluster, then selecting Action >

Edit Properties > Policies. Table 9-1 describes the configurable cluster policies:

Table 9-1 Cluster Policies

Property Description

Cluster IP address Specifies the IP address for the cluster.

You specify the IP address when you install Novell Cluster Services on the first
node of the cluster. The IP address is bound to the master node and remains with
the master node regardless of which server is the master node.

Rarely, you might need to modify this value. See Section 9.12, “Viewing or
Modifying the Cluster Master IP Address or Port,” on page 143.

IMPORTANT: If you modify the master IP address, you must restart the cluster,
exit iManager, then relaunch iManager before iManager can continue to manage
the cluster.

Port Specifies the port used for cluster communication.

The default cluster port number is 7023, and is automatically assigned when the
cluster is created. You might need to modify this value if there is a port conflict.

You can change the port number to any other value that does not cause a conflict.
See Section 9.12, “Viewing or Modifying the Cluster Master IP Address or Port,”

on page 143.
Quorum membership - Specifies number of nodes that must be up and running in the cluster before
Number of nodes clusters begin to load.

Specify a value between 1 and the number of nodes. Set this value to a number
greater than 1 so that all resources are not automatically loaded on the first server
that is brought up in the cluster. For example, if you set the membership value to
4, there must be four serves up in the cluster before any resource will load and
start.

For instructions, see Section 9.4, “Configuring Quorum Membership and Timeout
Policies,” on page 128.

Quorum timeout Specifies the maximum amount of time to wait for the specified quorum to be met.
If the timeout period elapses before a quorum is achieved, resources
automatically begin loading on whatever number of nodes are actually up and
running in the cluster.

You can specify the time in seconds or minutes.

For instructions, see Section 9.4, “Configuring Quorum Membership and Timeout
Policies,” on page 128.
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9.1.2

9.1.3

Property

Description

Email notification

Enables or disables email notification for the cluster. If it is enabled, you can
specify up to eight administrator email addresses for cluster events notification.

Specifies the type of cluster events for notifications. You can receive notifications
for only critical events such as node failure or a resource going comatose, or you
can receive notifications for all cluster state changes and resource state changes.

Specifies whether to receive messages in XML format. XML format messages
can be interpreted with a parser and formatted to customize the message
information for your specific needs.

For instructions, see Section 9.6, “Configuring Cluster Event Email Notification,”
on page 131.

Cluster Priorities

Cluster priorities determine the load priority of individual cluster resources. You can manage cluster
resource priorities in iManager by going to the Clusters > My Clusters, selecting a cluster, then
selecting Action > Edit Properties > Priorities. See Section 11.11, “Configuring Resource Priorities
for Load Order,” on page 222.

Cluster Protocols

Table 9-2 describes the configurable cluster protocols properties that govern inter-node

communication transmission and tolerances. You can manage cluster protocols policies in iManager
by going to the Clusters > My Clusters, selecting a cluster, then selecting Action > Edit Properties >

Protocols. See Section 9.5, “Configuring Cluster Protocols,” on page 129.

Table 9-2 Cluster Protocols

Property Description

Heartbeat Specifies the interval of time in seconds between signals sent by each of the non-
master nodes in the cluster to the master node to indicate that it is alive. The
default is 1 second.

Tolerance Specifies the maximum amount of time in seconds that a master node waits to get

an alive signal from a non-master node before considering that node to have
failed and removing it from the cluster. The default is 8 seconds.

Master watchdog

Specifies the interval of time in seconds between alive signals sent from the
master node to non-master nodes to indicate that it is alive. The defaultis 1
second.

Modify this parameter setting only when supervised by Novell Technical Support
(http://www.novell.com/support).

Slave watchdog

Specifies the maximum amount of time in seconds that the non-master nodes
wait to get an alive signal from the master node before considering that the
master node has failed, assigning another node to become the master node, and
removing the old master node from the cluster. The default is 8 seconds.

Modify this parameter setting only when supervised by Novell Technical Support
(http://www.novell.com/support).
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9.14

9.15

9.1.6

9.1.7

9.1.8

Property Description

Maximum retransmits This value is set by default and should not be changed. The default is 30.

RME Groups

The Resource Mutual Exclusion (RME) Groups page allows you to view or define sets of resources
that must not run on the same node at the same time. You can manage RME Groups in iManager by
going to the Clusters > My Clusters, selecting a cluster, then selecting Action > Edit Properties >
RME Groups. See Section 11.12, “Configuring Resource Mutual Exclusion Groups,” on page 223.

BCC

If Novell Business Continuity Clustering (BCC) is installed in the cluster, the BCC properties page
allows you to view or change policies for the selected cluster. You can manage BCC policies in
iManager by going to Clusters > My Clusters, selecting a cluster, then selecting Action > Edit
Properties > BCC. See the Novell Business Continuity Clustering website (http://www.novell.com/
documentation/bcc/).

Cascade Failover Prevention

Novell Cluster Services added the cascade failover prevention function that detects if a node has
failed because of a bad cluster resource and prevents that bad resource from failing over to other
servers in the cluster. It is enabled by default. See Section 9.7, “Configuring Cascade Failover
Prevention,” on page 133.

Monitoring the eDirectory Daemon

Some clustered services rely on the eDirectory daemon (ndsd) to be running and available in order to
function properly. Beginning in OES 11 SP2, NCS provides the ability to monitor the status of the
eDirectory daemon (ndsd) at the NCS level. It is disabled by default. The monitor can be set
independently on each node. On a node, if the eDirectory daemon does not respond to a status
request within a specified timeout period, NCS can take one of three configurable actions: an ndsd
restart, a graceful node restart, or a hard node restart. See Section 9.8, “Configuring NCS to Monitor
the eDirectory Daemon (ndsd),” on page 136.

Cluster Node Reboot Behavior

The Novell Cluster Services reboot behavior conforms to the kernel panic setting for the Linux
operating system. By default the kernel panic setting is set for no reboot after a node shutdown. On
certain occasions, you might want to prevent a downed cluster node from rebooting so you can
troubleshoot problems. To control the cluster node reboot behavior, you can use the directive
kernel.panic in the Linux /etc/sysctl.conf file to prevent a reboot, or to allow an automatic
reboot and to specify the number of seconds to delay the reboot. See Section 9.9, “Configuring the
Cluster Node Reboot Behavior,” on page 139.
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9.1.9

9.1.10

9.2

9.2.1

STONITH

The STONITH (shoot-the-other-node-in-the-head) capability allows Novell Cluster Services to kill a
suspect node by using remote power control. Unlike a poison pill, it does not require a response from
the suspect node. STONITH is used after a poison pill is issued; it does not replace the poison pill.
See Section 9.10, “Configuring STONITH,” on page 140.

Cluster Information

After you install Novell Cluster Services, you use the Open Enterprise Server > OES Install and
Configuration tool in YaST to set up the cluster or to add a node to an existing cluster. The YaST-
based configuration is not used to modify the settings for an existing cluster. For information about
modifying the settings for an existing cluster, see:

¢ Section 9.11, “Viewing or Modifying the NCS Proxy User Assignment in the NCS Management
Group,” on page 142

+ Section 9.12, “Viewing or Modifying the Cluster Master IP Address or Port,” on page 143

¢ Section 9.13, “Moving a Cluster, or Changing the Node IP Addresses, LDAP Servers, or
Administrator Credentials for a Cluster,” on page 147.

Setting Up a Personalized List of Clusters to
Manage

The My Clusters page in the Clusters plug-in for iManager allows each cluster administrator to set up
a personalized list of clusters to manage. This allows an administrator to view at a glance the status
of the specified clusters. The list persists between the administrator's logins to the same iManager
server.

Your personalized list of clusters and display preferences are saved on the iManager server in the
following location:

/var/opt/novell/iManager/nps/WEB-INF/config/NDS<tree names-
<user name_and_context without dots>/ncs.xml

For example, for tree AVALONTREE and user admin.novell, the file path is:
/var/opt/novell/iManager/nps/WEB-INF/config/NDSAVALONTREE-adminnovell /ncs.xml
The following sections describe how manage the list of clusters and to personalize the display.

¢ Section 9.2.1, “Adding Clusters to Your My Clusters List,” on page 121

+ Section 9.2.2, “Viewing Information about Clusters in Your My Clusters List,” on page 122
+ Section 9.2.3, “Personalizing the My Clusters Display,” on page 123

+ Section 9.2.4, “Removing Clusters from a My Clusters List,” on page 125

Adding Clusters to Your My Clusters List

1 Log into iManager as a cluster administrator.
2 In Roles and Tasks, select Clusters > My Clusters.

The list is initially empty.
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(@] Roles and Tasks

| 1Al categories)

gl

Clusters

My Clusters

° My Resources

DHCP (OES Linux)

My Clusters

The list below provides a conveniert way to keep track of clusters you frequently manage. Click on the add button to browse for clusters inthe
tree. and select them to be added to the list.

My Clusters

Add Remove Action - Refresh

[T] status  Name Master Node IP Address Nodes  Epoch BCC

The list iz empty. Click the Add button to browse for and select one or more clusters.

3 Click Add to open the eDirectory browser pop-up window.

4 Browse the tree where you are currently logged in to locate and select one or more Cluster
objects, then click OK.

Newly selected clusters are added to your personalized list.

(€] Roles and Tasks

I[AH Categories]

Clusters

-

My Clusters

My Resources

DHCP (OES Linux)

Directory Administration

Distributed File Services

DNS

My Clusters

The list below provides a convenient way to keep track of clusters you frequently manage. Click on the add button to browse for
clusters in the tree, and select them to be added to the list.

My Clusters

Add Remove Action -~ Refresh

I:‘ Status  Name Master Node IP Address Nodes Epoch BCC
O @  3eduster [§ beclab-aan 10.10.10.60 22 3 4
O @ $ocduster2 @ beclab-bb1 10.10.10.70 22 1 4
O @ 3oclusil avalon 10.10.10.134 22 1

5 (Optional) Personalize the display as described in Section 9.2.3, “Personalizing the My Clusters
Display,” on page 123.

9.22 Viewing Information about Clusters in Your My Clusters List

1 Log into iManager as a cluster administrator.

2 In Roles and Tasks, select Clusters > My Clusters.

The My Clusters page displays your personalized list of clusters in the tree.

(€] Roles and Tasks

|[AH Categories]

=]

Clusters

-

My Clusters

My Resources

DHCP (OES Linux)

Directory Administration

Distributed File Services

DNS

My Clusters

The list below provides a convenient way to keep track of clusters you frequently manage. Click en the add button to browse for
clusters in the tree, and select them to be added to the list.

My Clusters

Add Remove Action ~ Refresh

7] status  Name Master Node IP Address Nodes  Epoch BCC
0 @ Focusten [§ beclab-aat 10.10.10.60 22 3 v
b @ $ocuster B becian-bo1 10.10.10.70 22 1 v
O @& 3eclusll [§ avalon 10.10.10.134 212 1

3 View the Status icon next to a Cluster object to understand the current overall state of the cluster.

State Icon Description

Normal '@‘:‘ The cluster is up and running.

Stopped ,@, The cluster is stopped. Administrator intervention is needed.

Critical %) One or more nodes in the cluster have failed. Administrator intervention is

needed.
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State Icon Description

Warning ,<:> An alert condition has occurred. A node or resource needs administrator
attention.
Unknown o The state of the cluster cannot be determined.

4 The My Clusters list displays the following information about each cluster:

Parameter Description

Name The name assigned to the cluster.

Distinguished Name (Not displayed by default) The dot-delimited fully distinguished name of the
cluster, such as clustername.context .domain.

Master Node The name of the currently assigned master node for the cluster.

IP Address The unique IP address that represents the cluster.

Nodes The number of active nodes in the cluster.

Epoch The number of times the cluster state has changed. The cluster state changes

every time a server joins or leaves the cluster.

BCC A check mark in this column indicates that the cluster is enabled for a Business
Continuity Cluster (BCC).

5 (Optional) Personalize the display as described in Section 9.2.3, “Personalizing the My Clusters
Display,” on page 123.

9.2.3 Personalizing the My Clusters Display

The My Clusters page provides menus in the column headings that allow you to personalize the
display. You can sort the entries, modify the columns, or filter the entries.

1 Log in to iManager as a cluster administrator.

2 In Roles and Tasks, select Clusters > My Clusters.

3 If the list is empty, you must add at least one cluster in order to be able to personalize the
display. Select Add, browse to select the Cluster object, then click OK.

4 Select Refresh, then choose a refresh rate that is long enough to allow you to view all items in
the list.

5 Click or mouse-over a column heading to activate its options, then click the arrow to access the
menu for that column.
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6 Perform one of the available actions when you access the column’s menu. Some actions are not
available for all fields.

¢ Sort: Select Sort Ascending (A to Z) or Sort Descending (Z to A) to specify the preferred
sort order. Cluster objects are sorted based on values in the selected column. Numbers are
treated as text values and are sorted alphabetically, not numerically.

My Clusters 2]

The 5L bl provides a convenient way Lo keep Lrack of dusters you freguenlly manape. O52K o the add bullan Lo brdwie far
clusters in the tree, and s=lect them bo be added to the bst.

My Clusters

Add Remove Action - Refresh

] Siotus | HNome Master Node - B address Nodes  Epoch BCC
& 3= clustert E poclab-aa 4] sonsscending 22 3 ¥
[l =" i., cluster? EM %l sonDescending a2 R v
(55 Columns
F & peclusi0 @ avalon — b 1
T Fiters

+ Columns: Select Columns to display the parameters, select or deselect a parameter’s
check box to add or remove the column, then press Enter to apply the changes. The
parameters are described in Step 4 in Section 10.17, “Viewing the Cluster Node Properties,”
on page 176.

My Clusters 7

Thes st belere provides a convenient way Lo keep track of dusters you frequenily manage. (Bck on the add buttan ko browse far
clusters in Ehe tree, and s=l=ct them to b= added to the hst.

My Clusters

Add Remove Action - Refresh

ntus  Hame ™ 55
] & H Master Node: P Addre: Nodes  Epoch BCC
Ll i i-ﬂu.&tﬂﬂ EW 4] serascending 22 3 v
-_I ,ﬁ a‘ clistar? [ il Sort Descending 2 1 »
Shatus [ columns
I [ lusi0 1
0 @ bds Rk T Fitters 2
T Distinauished Name
Master Hode
IF Address
Hodes
Epach
ECC
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+ Filter: Specify a filter to display only the Cluster objects with values that match.

My Clusters 2]

& [iZE below provides & co

chesters an the Bree, and s=

My Clusters

Add Remowe Action - Refresh
7] Stohes  Mame Master Node = IP Address Hodes  Epoch BCC
B e cluzlors @;-m_a_;\_lﬂ 4] sortascending 212 3 ¥
E .
@  $o custer @, _ %l sernpescending = - o
o: Columns
B & 3»clusid I'T" el a2 1
| Enter fiter taxt Al

To add or modify a column’s filter, select Filter, place the cursor in the Filter field, type the
desired filter text, then press Enter to apply the filter. If a cluster’s parameter value matches
the specified filter, the Cluster object and its information are displayed.

To remove a column’s filter, select Filter, place the cursor in the Filter field, delete the filter
text, then press Enter to refresh the display. The filter no longer applies for that column.

9.24 Removing Clusters from a My Clusters List

1 Log into iManager as a cluster administrator.
2 In Roles and Tasks, select Clusters > My Clusters.

The My Clusters page displays your personalized list of clusters in the tree that you want to
manage.

3 Select the check box next to the cluster that you want to remove from your personalized list, then
click Remove.

The cluster is removed from your personalized list. This action does not delete the Cluster object
or related objects.

9.3 Selecting a Cluster to Manage

1 Log in to iManager as a cluster administrator.
2 In Roles and Tasks, select Clusters > My Clusters.

The My Clusters page displays your personalized list of clusters in the tree that you want to
manage. To add or remove clusters from your list, see Section 9.2, “Setting Up a Personalized
List of Clusters to Manage,” on page 121.

The Clusters plug-in sends a status query to the master IP address of each cluster in the list.

3 If the master IP address of a cluster has connection problems, the Clusters plug-in allows you to
use the server IP address of a node (preferably the master node) to manage the cluster and fix
the problem.

On the My Clusters page, if the cluster status query fails:
3a Read the message about the problem connecting to the master IP address.

The message appears each time that you revisit the My Clusters page until you resolve the
IP address conflict on the network or by modifying the cluster’s master IP address.
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] Failed to retrieve status information
L about cluster ¢lysl wia master IP
address 10,10,10.242,

Do you want to select a cluster node
ipreferably the master node) to manage the
cluster?

Flease note that the selection will he

temporarny. ¥ou need to select again
whenever "My Clusters" page loads.

Please use this opportunity to fix the master
IP address.

3b Do one of the following:

+ Use a server node (preferably the master): Click Yes to agree to use the server IP
address of a node to temporarily manage the cluster.

+ View error details: Click No to view the Cluster Communication Error details. It
provides some tips for diagnosing the root cause of the IP address conflict. Click OK to
dismiss the message. Try to resolve the conflict on the network, then select Clusters >
My Clusters to see if the connection issue is resolved.

& Error: Cluster Communication Error

An error ocowrred while communicating betwaeen iManager and the CIMOM broker running on the cluster master node.,
Click the "More Info” button below for the full skack trace.

Summary:

Error: 316009-12 (BEROKER_ERROR_HOQ_ROUTE_TO_HOST) - No route to host  (10.10.10.222)

Diagnosiz:

Thiz errar tignals that a prablem accurred while attempting to make a tocket cannection ta the elusber at IP address:

10010.10.242 and port: 5989, Typically this errer oocurs because the IP address for the clusker cannot be reached
from the iManager server possibly because of an intervaning firewsall, or if an intermediate router is down. It can also
occur when the master [P address resource is down, or there are no nodes in the cluster.

Supgestions:
The follewing suggestions may help to further narresw down or resolve the problem:

+ “Werlfy the cluster IP address jc correct: 10.10.10.242 . First, check "HCS:Mebwork Address” attribute and make
sure the hex translabes into the IP Address for the Master IP Resource. Hext, check the "Hebwork Address”
attribute which has the TCP and UDP port 524 addresses for the Master IP Resowrce address as well, These
addresses should mateh the "HCS:Hetwark” address. If these addresses differ, manually change them te match.
This could be the case if the IP address was ever changed on the cluster.,

= Werify the ability to connect to the cluster master node by pinging the cluster IP address from a berminal on
the iManager server.

+ Canfirm that the IP address Tor the “Master |P Address” Respurce is bound to the master nade. On the consols,
type: "ip addr show | grep secondary” and you should see it bound. The Master IP address needs te be the same
in the cluster load and unload scripts, and in the attributes of the cluster ebject in "HC5:Network Address” and
“Metwork Address™ with UDP and TCP.

= I you are still getting this error, click the "More Info” button below, and copy and paste the contents in an
email toe Hovell Technical Support.

oK | | Mara Infa |
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3c Browse to choose the node (preferably the master node) to use to temporarily manage the
cluster, then click OK.

Browse
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3d If you need to modify the master IP address to fix the connection problem, see Section 9.12,
“Viewing or Modifying the Cluster Master IP Address or Port,” on page 143.

4 After a successful connection to the cluster master IP address, do any of the following:

+ Cluster Properties: To view or manage the cluster policies, protocols, or properties, select
the check box next to the cluster, then select Action > Edit Properties.

The Cluster Properties dialog box opens. The browser’s pop-up blocker must be disabled.
See the following:

¢ Section 9.4, “Configuring Quorum Membership and Timeout Policies,” on page 128
¢ Section 9.5, “Configuring Cluster Protocols,” on page 129
¢ Section 9.6, “Configuring Cluster Event Email Notification,” on page 131

+ Resources: To manage cluster resources, click the cluster name link.

The browser opens on the Cluster Manager page in the same browser window. See
Chapter 11, “Configuring and Managing Cluster Resources,” on page 197.

+ Cluster Report: To generate a report for the cluster, select the check box next to the
cluster, then select Action > Run Report.

The Cluster Report dialog box opens. The browser’s pop-up blocker must be disabled. See
Section 10.9, “Generating a Cluster Configuration Report,” on page 169.

+ Repair a NetWare Cluster: To repair a NetWare cluster, select the check box next to the
cluster, then select Action > Repair.

This option is useful if you are replacing an existing NetWare server. Install the NetWare
operating system and Novell Cluster services on the new server, and name server with the
same name as the old server. Choose the Repair option to automatically configure Novell
Cluster Services on the replacement server. You must manually copy the 1dncs.ncf and
uldncs.ncf files from the sys:\system directory to this node from another node in the
cluster.

+ Repair an OES Linux Cluster: To repair an OES cluster, select the check box next to the
cluster, then click Action > Repair.
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The Repair option is useful when you see a mismatch in the cluster resource list or the
resource priority list. The cluster repair will make the resource list consistent with the
resource objects.

For example, if the cluster status command output is blank or the deleted resources are still
listed, the repair option will make the resource list match the resource objects. Resources
will then be displayed properly in CLI and iManager.

NCS logs the corresponding repair option messages in the /var/opt/novell/log/ncs/

repair.log file.

9.4 Configuring Quorum Membership and Timeout

Policies

The quorum membership and timeout properties govern when cluster resources begin loading on

cluster startup, failback, or failover.

1 IniManager, select Clusters > My Clusters.

2 Select the check box of the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,

“Setting Up a Personalized List of Clusters to Manage,” on page 121.
3 Select Action > Edit Properties to open the Properties dialog box.
4 Click the Policies tab.

& clus1.ncs.novell

mpriorities \ Protocols | RME Groups | Business Continuity
Wiew E cluster I address

ort numbers, gquorum triggers, and cluster email notification. Changing the

-stalt before iManager can continue to manage the cluster.
Cluster Information Notification
IP Address: | 10.10.10.134 | [ Enable Cluster Nofification Events
Port: [fozz | EMall Addresses:
=2
Quorum Triggers
Timeout: |E| Seconds e 2! Receive Only Critical Events

Mumber of Modes: |.‘\

Verbose Messages

41 WML Messages

oK | Cancel | Apply |

5 Under Quorum Triggers, specify the number of nodes that are required to form a quorum for the

specified cluster.
See Section 9.4.1, “Quorum Membership (Number of Nodes),” on page 129.

6 Under Quorum Triggers, specify the amount of time in seconds to wait for the quorum to form

before beginning to load the cluster resources without a quorum being formed.
See Section 9.4.2, “Quorum Timeout,” on page 129.
7 Click Apply or OK to save your changes.
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9.4.1

9.4.2

9.5

8 Restart Cluster Services. Open a terminal console as the root user, then enter the following at
the command prompt:

rcnovell-ncs restart

Quorum Membership (Number of Nodes)

A cluster quorum is the number of nodes that must be running in the cluster before resources begin to
load. When you first bring up servers in your cluster, Novell Cluster Services reads the number
specified in this field and waits until that number of servers is up and running in the cluster before it
starts loading resources.

Set this value to a number greater than 1 so that all resources do not automatically load on the first
server that is brought up in the cluster. For example, if you set the Number of Nodes value to 4, there
must be four servers up in the cluster before any resource loads and starts.

Quorum Timeout

Timeout specifies the amount of time to wait for the number of servers defined in the Number of
Nodes field to be up and running. If the timeout period elapses before the quorum membership
reaches its specified number, resources automatically start loading on the servers that are currently
up and running in the cluster. For example, if you specify a Number of Nodes value of 4 and a timeout
value equal to 30 seconds, and after 30 seconds only two servers are up and running in the cluster,
resources begin to load on the two servers that are up and running in the cluster.

The timeout is an attribute of the cluster. It gets initialized when the NCS modules are being loaded. If
you change the value, restart Cluster Services (rcnovell-ncs restart) to get the updated settings.

Configuring Cluster Protocols

The cluster protocols determine the transmit frequency and tolerance settings for all nodes in the
cluster, including the master node. The master node is generally the first node brought online in the
cluster, but if that node fails, any of the other nodes in the cluster can become the master.

IMPORTANT: If you change any protocol properties, you should restart all servers in the cluster to
ensure that the changes take effect.

1 IniManager, select Clusters > My Clusters.

2 In your personalized My Clusters list, select the check box next to the cluster you want to
manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Click Action > Edit Properties to open the Properties dialog box.
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9.5.2

4 Click the Protocols tab.

The Protocols page allows you to view or change cluster protocol settings such as heartbeat,
tolerance, master/slave watchdogs, and maximum retransmits. The Protocols page also lets you
view the script used to configure the cluster protocol settings, but not to change it. Changes
made to the protocols setting automatically update the scripts.

# clus1.ncs.novell z

Policies | Priorities S& 0008 RME Groups | Business Continuity

Wiew or change cluster protocol settings.

Heartheat (seconds): |j'| | Master Watchdog (seconds): |1

Tolerance (seconds); |8 | Slave Watchdog (seconds). |8

Maximum Retransmits: [20

panning clusterid 1623659656
heartheat rate_usecs 1000000
censustaker tolerance 8000000
sequencer master_watchdog 1000000
sequencer slave_watchdog 8000000
sequencer retrans_max 30

nodeid 137.65.67.37 0

OK Cancel Apply

5 Specify values for the cluster protocols properties. See the following:

¢ Heartbeat

+ Tolerance

+ Master Watchdog

+ Slave Watchdog

¢+ Maximum Retransmits

6 Click Apply or OK to save changes.
7 Restart all nodes in the cluster to make the changes take effect.

Heartbeat

Heartbeat specifies the amount of time between transmits for all nodes in the cluster except the
master. For example, if you set this value to 1, non-master nodes in the cluster send a signal that they
are alive to the master node every second.

Tolerance

Tolerance specifies the amount of time the master node gives all other nodes in the cluster to signal
that they are alive. For example, setting this value to 4 means that if the master node does not
receive an “I'm alive” signal from a node in the cluster within four seconds, that node is removed from

the cluster.
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9.5.3

9.5.4

9.5.5

9.6

9.6.1

Master Watchdog

Master Watchdog specifies the amount of time between transmits for the master node in the cluster.
For example, if you set this value to 1, the master node in the cluster transmits an “I'm alive” signal to
all the other nodes in the cluster every second.

Modify this parameter setting only when supervised by Novell Technical Support (http://
www.novell.com/support).

Slave Watchdog

Slave Watchdog specifies the amount of time the master node has to signal that it is alive. For
example, setting this value to 5 means that if the non-master nodes in the cluster do not receive an
“I'm alive” signal from the master within five seconds, the master node is removed from the cluster
and one of the other nodes becomes the master node.

Modify this parameter setting only when supervised by Novell Technical Support (http://
www.novell.com/support).

Maximum Retransmits

This value is set by default, and should not be changed.

Configuring Cluster Event Email Notification

Novell Cluster Services can automatically send out email messages for certain cluster events like
cluster and resource state changes or nodes joining or leaving the cluster. The subject line provides
information about the cluster name, resource name, action taken, and node name. For example:

CL1: POOL1_SERVER online on NODE1

You can enable or disable email notification for the cluster and specify up to eight administrator email
addresses for cluster notification.

¢ Section 9.6.1, “Configuring an Email Port,” on page 131
+ Section 9.6.2, “Configuring the Notification Policies,” on page 132

Configuring an Email Port

Novell Cluster Services uses Postfix to send cluster email alerts, using the primary IP address.
Postfix uses port 25 by default. If you have a cluster resource that uses SMTP (which also defaults to
port 25), the port conflict between Postfix and SMTP can prevent that resource from working in the
cluster. To avoid a port conflict, you can change the Postfix port configuration, or you can bind the
clustered service to its resource’s secondary IP address.

To configure Postfix to use a different port, you can edit the /etc/postfix/main.cf file and change
the values for the inet interfaces, mydestination, and mynetworks_style directives. You can
change the listen port for the smtpd process in the /etc/postfix/master.cf file. For more
information about configuring Postfix, see the Postfix website (http://www.postfix.org/
documentation.html).

To bind a service to its resource’s secondary |IP address, refer to the cluster documentation for the
service. For example, the GroupWise Internet Agent (GWIA) uses SMTP. Because both Postfix and
the GWIA default to using port 25, you must configure the GWIA to bind exclusively to its resource’s
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9.6.2

secondary IP address in order to avoid a port conflict between Postfix and the GWIA. For information
about how to set up the secondary IP address and to bind the GWIA to it, see the following sections

in the GroupWise 2012 Interoperability Guide (http://www.novell.com/documentation/groupwise2012/
gw2012_guide_interop/data/a20gkue.html):

+ “Selecting the GWIA Partition and Secondary IP Address” (http://www.novell.com/
documentation/groupwise2012/gw2012_guide_interop/data/bwe3bwa.html#bwe3bwk)

+ “Forcing Use of the GWIA Secondary IP Address” (http://www.novell.com/documentation/
groupwise2012/gw2012_guide_interop/data/bwe3bx1.html#bwe3byz)

Configuring the Notification Policies

1 IniManager, select Clusters > My Clusters.

2 Inyour personalized My Clusters list, select the check box next to the cluster you want to
manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Click Action > Edit Properties to open the Properties dialog box.
4 Click the Policies tab.

& clus1.ncs.novell

Prierities \ Protocols |\ RME Groups | Business Continuity |

“iew or change cluster IF address, port numbers, quorum triggers, and cluster email notification. Changing the
IF address requires a cluster restart before iManager can continue to manage the cluster.

Cluster Information Notification
IP Address: [C) Enable Cluster Notitication Events
Fort: EMail Addresses:

€=l
Quorum Triggers
Timeout [seconds |2 % Recelve Only Crilical Events
Number of Nodes: Verbose Messages

| ¥ML Messages

ok |

g

ncel | Apply |

5 Under Notification, select or deselect the Enable Cluster Notification Events check box to
enable or disable email notification.
Notification
Enahle Cluster Motification Events

EMail Addresses:

|c|uster@examp|e.com < ||E|i,£.E

@ Receive Only Critical Events

) Verbose Messages

ML Messages
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6 If you enable email notification, configure the notification settings:
6a Add up to eight email addresses in the field provided.

You can click the buttons next to the field to add, delete, or edit email addresses. Repeat
this process for each email address you want on the notification list.

A% Add item
7

alice@example.com
| alice@examp |
=

6b Specify the type of cluster events you want administrators to receive messages for.

+ Only Critical Events: (Default) Select this option to receive notification only of critical
events like a node failure or a resource going comatose.

+ Verbose Messages: Select this option to receive notification of all cluster state
changes including critical events, resource state changes, and nodes joining and
leaving the cluster.

6¢c Specify whether you want to receive notification of all cluster state changes in XML format
by selecting the XML Messages option.

XML is selected by default. XML format messages can be interpreted and formatted with a
parser that lets you customize the message information for your specific needs.

7 Click Apply or OK to save changes.

9.7 Configuring Cascade Failover Prevention

A cascading failover occurs when a bad cluster resource causes a server to fail, then fails over to
another server causing it to fail, and then continues failing over to and bringing down additional
cluster servers until possibly all servers in the cluster have failed.

Novell Cluster Services provides a Cascade Failover Prevention function. It detects if a node has
failed because of a bad cluster resource, and prevents that bad resource from failing over to other
servers in the cluster.

+ Section 9.7.1, “Understanding the Cascade Failover Prevention Quarantine,” on page 133

+ Section 9.7.2, “Releasing a Resource from Quarantine,” on page 135

¢ Section 9.7.3, “Enabling or Disabling Cascade Failover Prevention,” on page 135

9.7.1 Understanding the Cascade Failover Prevention Quarantine

The cascade failover prevention quarantine puts a resource in a comatose state rather than letting it
load on (and potentially cause to fail) other cluster nodes. A resource can be quarantined if the
systematic analysis of the logged node failures determines the following conditions to be true:

+ If the resource is likely responsible for several consecutive node failures, unrelated to
interference from failures of other resources.

The consecutive failures might have occurred on different nodes in the cluster. If the resource
loads successfully on any node, the failure count for the resource starts over.

+ If loading the resource will put the cluster in grave danger.
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Novell Cluster Services does the following to determine if a resource should be put into quarantine:

1. Traces the history of node failures for the suspected bad resource. This includes:

*

What node the resource was running on or loading on
If the node failed

The state the resource was in when the node failed

*

*

+ |f there were other resources trying to load when the node failed
2. Repeats the above process until one of the following happens:

+ The end of the cluster log file is reached
+ Enough consecutive node failures are found
¢ Found that the node did not fail
+ Found that the whole cluster was down
+ The entries in the log file are more than 365 days old

If the resource attempts to load on a node where it was previously loaded and there are additional

nodes still available in the cluster, it will not be quarantined and will be allowed to load. Also, a
resource is not quarantined when it is initially brought online.

For a particular resource, there is no fixed number of node failures that triggers a quarantine.
Generally, three consecutive node failures triggers a resource quarantine. However, the actual
number of failures considered can vary based on other factors like how many nodes are in the cluster
and what other resources are doing at the time of the node failures. For example, if no other
resources are in a running or loading state when a resource loads but never reaches a running state,
then two consecutive node failures may trigger resource quarantine.

Factors that might contribute to a resource being quarantined include:

+ A large number of consecutive node failures (generally, three or more)
+ No other resources are causing node failures
+ The resource never reaches a running state

Factors that might help prevent a resource from being quarantined include:

+ A small number of consecutive node failures (generally, one or two)
+ The resource has failed on this node previously

+ Other resources are causing node failures

+ The resource reaches a running state

+ There is one node left up and running in the cluster

The resource quarantine is disabled if:
¢ Cascade Failover Prevention is turned off.

See “Releasing a Resource from Quarantine” on page 135.
+ There is no shared storage (SAN) or SBD partition.
¢ There are enough nodes in the cluster to form a quorum.
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9.7.2 Releasing a Resource from Quarantine

While a resource is in quarantine, you can still manually take the resource from the comatose state to
an offline state, and then bring it online or cluster migrate it to other cluster nodes.

To get the resource out of quarantine so that is once again able to automatically fail over:

1 Log in to the node as the root user.

2 Disable Cascade Failover Prevention. See “Disabling Cascade Failover Prevention” on
page 135.

3 Re-enable Cascade Failover Prevention. See “Manually Enabling Cascade Failover Prevention”
on page 136.

9.7.3 Enabling or Disabling Cascade Failover Prevention

The Cascade Failover Prevention function is enabled by default when you install Novell Cluster
Services. You can control Cascade Failover Prevention by creating a configuration file in the /etc/
modprobe . d folder, and using it to disable and enable the ncs _cascade failover detection flag.
Two detection modes are supported:
+ A value of 0 disables the function.
+ Avalue of 2 enables the function. This value is assumed of the configuration file does not exist,
or if the flag line is not present in the file. The file does not exist by default.

The setting in the file is specific to a node, and is set separately on each node. After you modify the
setting on a node, you must manually unload and reload Novell Cluster Services software on the
server to apply change. The setting persists through patches and upgrades.

+ “Disabling Cascade Failover Prevention” on page 135

+ “Manually Enabling Cascade Failover Prevention” on page 136

Disabling Cascade Failover Prevention

You might need to disable the Cascade Failover Prevention function for the following reasons:

+ To get a resource out of quarantine and allow it to once again automatically fail over, you can
temporarily disable the Cascade Failover Prevention function on the node where the resource
was taken offline.

+ To stop using the Cascade Failover Prevention function in the cluster, you can disable the
function on every node in the cluster.

To disable Cascade Failover Prevention:
1 Log in to the node as the root user.

2 Navigate to the /etc/modprobe.d folder.

3 In a text editor, create a configuration file (such as novell-ncs.conf) under the /etc/
modprobe . d folder.

If the file already exists, open it.
4 Add the following content to the file. If the line already exists, change the flag value to O.

options crm ncs_cascade failover detection flag=0

The flag value 0 disables Cascade Failover Prevention for the node.
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5 Save the file, then close the text editor.

6 Open a terminal console, then restart Novell Cluster Services software to apply the modified
Cascade Failover Prevention setting on this node:

rcnovell-ncs restart

7 Repeat this procedure on other nodes where you want to disable Cascade Failover Prevention.

8 (Optional) Re-enable Cascade Failover Prevention as described in “Manually Enabling Cascade
Failover Prevention” on page 136.

Manually Enabling Cascade Failover Prevention

You might need to manually re-enable Cascade Failover Prevention:

+ If you disabled the function to release resources from the quarantine
+ If you disabled the function for other reasons

To enable Cascade Failover Prevention:

1 Log in to the node as the root user.
2 Navigate to the /etc/modprobe.d folder.
3 Use one of the following methods to enable Cascade Failover Prevention:

¢ Delete the file: Delete the /etc/modprobe.d/novell-ncs.conf file that you created in
“Disabling Cascade Failover Prevention” on page 135.

¢ Change the value to 2: In a text editor, open the /etc/modprobe.d/novell-ncs. conf file
that you created in “Disabling Cascade Failover Prevention” on page 135, change the flag
value from O to 2, then save the file.

options crm ncs_cascade failover detection flag=2

The flag value 2 enables Cascade Failover Prevention for the node.

+ Delete the line: In a text editor, open the /etc/modprobe .d/novell-ncs.conf file that you
created in “Disabling Cascade Failover Prevention” on page 135, remove the
ncs cascade failover detection flag line, then save the file

4 Open a terminal console, then restart Novell Cluster Services software to apply the modified
Cascade Failover Prevention setting on this node:

rcnovell-ncs restart

5 Repeat this procedure on other nodes where you want to enable Cascade Failover Prevention.

9.8 Configuring NCS to Monitor the eDirectory
Daemon (ndsd)

Novell Cluster Services requires eDirectory to be running when you manage the cluster and
resources. At other times, NCS uses a file cache of information retrieved from eDirectory to cover
temporary eDirectory or LDAP outages. This allows normal cluster operations to be less dependent
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9.8.1

on eDirectory than some clustered services that require the eDirectory daemon (ndsd) to be running
in order to function properly. An eDirectory outage might not impact NCS, but it can render the
services provided by cluster resources to be non-functional.

Beginning in OES 11 SP2, NCS provides the ability to monitor the status of the eDirectory daemon
(ndsd) at the NCS level. It is disabled by default. The monitoring can be set independently on each
node. It runs whenever NCS is running on the node. The settings persist across system restarts,
patches, or upgrades.

IMPORTANT: If you enable NDSD monitoring at the NCS level, you should remove or comment out
the eDirectory status checks in individual monitor scripts.

*

Section 9.8.1, “Understanding eDirectory Monitoring,” on page 137

*

Section 9.8.2, “Displaying the Current Settings for NDSD Monitoring,” on page 138

*

Section 9.8.3, “Configuring or Modifying NDSD Monitoring,” on page 138
Section 9.8.4, “Disabling NDSD Monitoring,” on page 139

*

Understanding eDirectory Monitoring

Novell Cluster Services can monitor the eDirectory daemon for nodes where eDirectory is installed.
You might want to monitor the status of ndsd if you cluster services that depend on the eDirectory
daemon running in order to function properly, such as for logins of CIFS, AFP, or NCP users. These
service resources might run on only a subset of the nodes in the cluster or on all of the nodes. Each
node’s monitoring is configured separately.

Each monitoring iteration includes an interval of time to wait until NCS sends a request for status to
ndsd, and a timeout period to listen for a response. You must specify the interval and timeout periods
in seconds. The minimum interval is 16 seconds. The minimum timeout is 8 seconds. The following
actions occur during the iteration:

1. The iteration begins.
NCS waits for the specified interval.
The interval ends, and NCS sends a status query to ndsd.

The timeout period begins, and NCS listens for a response.

o > 0N

Three actions are possible:

+ |f the ndsd status returns within the timeout period and it is good, the iteration ends and
monitoring continues.

+ |f the ndsd status returns within the timeout period and it is not good, the specified remedy
action is taken.

+ If the timeout period elapses without a response from ndsd, the specified remedy action is
taken.

6. The monitoring continues with a new iteration.

If the ndsd status is bad or no status is returned within the timeout period, NCS can take one of three
configurable remedy actions: an ndsd restart, a graceful node restart, or a hard node restart.

+ restart-ndsd: Restarting the eDirectory daemon (ndsd) is the least intrusive action. However, it
has the least chance of solving the problem. Even if the restart succeeds, the affected services
might not be able to take advantage of the success.
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+ reboot-node: A graceful node restart attempts to synchronize the file systems and terminate all
running processes. This option might not resolve a service’s problem if a process is stuck, and it
can delay a resource failing-over to a another node.

+ hard-reboot: A hard node restart has a better chance of forcing resources to promptly fail over
to other nodes. However, it does not synchronize the file systems, and clients can lose data that
has not been committed to disks.

You use the /opt/novell/ncs/install/ncs install.py Script to enable, disable, or modify
monitoring of the eDirectory daemon for a node. Issue the command from a console prompt as the
root user.

/opt/novell/ncs/install/ncs_install.py
-m <display|disable|restart-ndsd|reboot-node|hard-reboot |help>
[-i <interval_value>]
[-t <timeout_ value>]]

For information about the command syntax and options, see Section A.8.2, “Monitoring NDSD,” on
page 475.

9.8.2 Displaying the Current Settings for NDSD Monitoring

1 Open aterminal console, then enter as the root user:
/opt/novell/ncs/install/ncs_install.py -m display
Example 1: Display current settings for ndsd monitoring, and monitoring is enabled.

# /opt/novell/ncs/install/ncs_install.py -m display
NDSD monitoring is enabled.
interval = 90 seconds, timeout = 20 seconds and remedy action is rebooting node hard.

Example 2: Display current settings for ndsd monitoring, and monitoring is disabled.

# /opt/novell/ncs/install/ncs_install.py -m display
NDSD monitoring is not enabled.

9.8.3 Configuring or Modifying NDSD Monitoring

1 Open aterminal console, then enter as the root user:

/opt/novell/ncs/install/nes_install.py -m <hard-reboot |reboot-node|restart-ndsd> -i
<interval value> -t <timeout_ value>

Example 1: Enable ndsd monitoring with an interval of 60 seconds, timeout of 15 seconds, and
remedy action of rebooting gracefully.
# /opt/novell/ncs/install/ncs_install.py -m reboot-node -i 60 -t 15

NDSD monitoring is enabled.
interval = 60 seconds, timeout = 15 seconds and remedy action is rebooting node.

Example 2: Change the remedy action to restarting ndsd.

# /opt/novell/ncs/install/ncs_install.py -m restart-ndsd -i 60 -t 15

NDSD monitoring is enabled.
interval = 60 seconds, timeout = 15 seconds and remedy action is restarting ndsd.

138 OES 2015 SP1: Novell Cluster Services for Linux Administration Guide



9.8.4

9.9

Disabling NDSD Monitoring

Monitoring of the eDirectory daemon is disabled by default. If it is enabled on a node, you can use the
following procedure to disable it.

1 Open aterminal console, then enter as the root user:

/opt/novell/ncs/install/ncs_install.py -m disable
Example: Disable ndsd monitoring.

# /opt/novell/ncs/install/ncs_install.py -m disable
ndsd monitoring is not enabled (3).

Configuring the Cluster Node Reboot Behavior

If LAN connectivity is lost between a cluster node and the other nodes in the cluster, it is possible that
the lost node will be automatically shut down by the other cluster nodes. This is normal cluster
operating behavior, and it prevents the lost node from trying to load cluster resources because it
cannot detect the other cluster nodes. The Novell Cluster Services reboot behavior conforms to the
kernel panic setting for the Linux operating system. By default the kernel panic setting is set for no
reboot after a node shutdown. On certain occasions, you might want to prevent a downed cluster
node from rebooting so you can troubleshoot problems.

To control the cluster node reboot behavior, you can use the directive kernel .panic in the Linux /
etc/sysctl.conf file to prevent a reboot, or to allow an automatic reboot and to specify the number
of seconds to delay the reboot. Set the kernel . panic value to O for no reboot after a node shutdown.
Set the kernel .panic value to a positive integer value to indicate that the server should be rebooted
after waiting the specified number of seconds. For information about using the Linux sysct1, see the
Linux man pages on sysctl(8) and sysctl.conf (5).

1 As the root user, open the /etc/sysctl.conf file in a text editor.

2 If the kernel.panic token is not present, add it.
kernel.panic = 0

3 Set the kernel.panic value to O or to a positive integer value, depending on the desired
behavior.

+ No Reboot: To prevent an automatic cluster reboot after a node shutdown, set the
kernel .panic token to value to 0. This allows the administrator to determine what caused
the kernel panic condition before manually rebooting the server. This is the recommended
setting.

kernel.panic = 0

+ Reboot: To allow a cluster node to reboot automatically after a node shutdown, set the
kernel.panic token to a positive integer value that represents the seconds to delay the
reboot.

kernel.panic = <seconds>

For example, to wait 1 minute (60 seconds) before rebooting the server, specify the
following:

kernel.panic = 60

4 Save your changes.
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9.10

9.10.1

Configuring STONITH

The STONITH (shoot-the-other-node-in-the-head) capability allows Novell Cluster Services to
remotely kill a suspect node by using remote power control instead of using a poison pill. STONITH
does not require any action from the node being killed, unlike poison pills, which allows it to kill non-
responsive nodes.

Using STONITH requires that you have server power management technology for all nodes in the
cluster. STONITH supports remote accessible cards integrated in a cluster node’s hardware, such as
Integrated Lights Out (iLO) from Hewlett-Packard (HP) and Dell Remote Access Card (DRAC) from
Dell, and stand-alone web-based power switches. Refer to the vendor documentation to determine
how your power management system works.

To use STONITH in Novell Cluster Services, you must create an executable /opt/novell/ncs/bin/
NCS_ STONITH SCRIPT script file to authenticate to your power controller and turn off the power, cycle
the power, or reset the power for the node. The script should take the node number as the only
parameter. Node numbers are assigned as 0 to 31 for nodes 1 to 32. These are the same node
numbers that appear in the /var/opt/novell/ncs/gipc.conf file. Creating the script file
automatically enables STONITH for the node; you do not need to restart anything.

IMPORTANT: STONITH does not replace poison pills in Novell Cluster Services. Novell Cluster
Services issues poison pills before running the STONITH script.

Use the following sample scripts as a guide for how to create a script that works with your power
management technology:

¢ Section 9.10.1, “Sample Script for HP iLO,” on page 140

¢ Section 9.10.2, “Sample Script for Web-Based Power Switches,” on page 141

Sample Script for HP iLO

This section provides a sample script for HP iLO power management cards. The sample code
assumes the following setup for the cluster and iLO cards:

+ The iLO card on each node has been pre-configured to trust any instructions sent from each of
the nodes in the same cluster.

+ Each cluster node’s iLO card is assigned a sequential static IP address, beginning with
192.168.188.201 on node 0, 192.168.188.202 on node 2, and so on up to 192.168.188.232 on
node 32.

If you alternatively use DNS names in your script, the translation must be performed by the
script.

¢ TheiLO card’s command to reset power is power reset.
Refer to the HP documentation to determine the commands available for your iLO cards.

For each node in the cluster, create the executable /opt /novell/ncs/bin/NCS STONITH SCRIPT
file and add the script below. The presence of the file automatically enables STONITH for the cluster.
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9.10.2

IMPORTANT: Ensure that you replace the sample information with the settings for your system.

#! /bin/bash

if [ -n "$1" ]; then
echo "Recycling power of node number $1 ... "
iloIP=$ (printf "192.168.188.2%02d" $((s$1+1)))
nodeIP="grep "“nodeid .* ${1}\>" /var/opt/novell/ncs/gipc.conf | cut -d' ' -f2°
while [ 1 ]; do
ssh ${iloIP} power reset
echo
sleep 2
if ! ping -c¢ 1 ${nodeIP} | grep "1 received" &> /dev/null
then
break
fi
sleep 5
done
fi

Sample Script for Web-Based Power Switches

This section provides a sample script for web-based power switches. The sample code assumes the
following setup for the cluster and power switch:
+ Each cluster node is assigned a sequential static IP address, beginning with 10.10.189.100.

+ Each cluster node is plugged in to a sequential outlet in the power switch, beginning with node 0
in the first outlet.

+ The authentication information for the power switch management interface is:
¢ User name: admin
+ Password: novell
+ |P address: 10.10.189.149
+ The power management switch’s command to cycle power is CCL.
Each vendor can have different command options available. Refer to your vendor documentation
to determine the commands used by your power switch.

For each node in the cluster, create the executable /opt/novell /ncs/bin/NCS_STONITH SCRIPT
file and add the script below. The presence of the file automatically enables STONITH for the cluster.

IMPORTANT: Ensure that you replace the sample information with the settings for your system.

#! /bin/bash

until [ -z "s$1" ]
do
nodeNum="expr $1 + 1°
echo "Recycling power of node number $nodeNum ... "
while [ 1 ]; do
curl -u admin:novell http://10.10.189.149/cutlet?${nodeNum}=CCL
echo
sleep 2
if ! ping -c 1 10.10.189.10${nodeNum} | grep "1 received" &> /dev/null
then
break
fi
sleep 5
done

shift
done
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9.11 Viewing or Modifying the NCS Proxy User
Assignment in the NCS Management Group

When you configure a cluster, the NCS Management Group (<cluster name> MGT GRP) is created
in the Cluster object container. The group contains the user that you specify for the NCS Proxy User
on the Proxy User Configuration page as described in Step 3 in Section 5.5.5, “Configuring a New
Cluster,” on page 73:

¢+ OES Common Proxy User

+ LDAP Admin User

+ Another administrator user

The specified user is automatically added as a member of the group. If you specify the OES Common
Proxy User, each nodes’ OES Common Proxy User is added to the group.

If the OES Common Proxy User is later disabled in eDirectory for a node, the LDAP Admin user
automatically replaces that user in the group.

You can view a list of members in the <cluster name> MGT GRP in iManager. Select the Directory
Administration > Modify Object function in iManager, then search for the group. Figure 9-1 shows the
OES Common Proxy users for each node in a cluster named clusi.

Figure 9-1 Viewing Members of the NCS Management Group (<cluster name> MGT GRP)

Modify Object: r_m.aclus‘\_MGT_GRP ncs novell
General | Security | Dynamic Nested ' LinuxProfile | iPrint Client Management -

Member

[ |l
OESCommonProxy_avalon_novell

OESCommonProxy_camelot.novell

OESCommonProxy_excalibur.novell

OESCommonProxy_cornwall.novell

Count: 4

OK Cancel Apply Refresh

IMPORTANT: Do not attempt use the Modify Object page to add or remove members of the
<cluster name> MGT GRP group. You must use the /opt/novell/ncs/install/ncs_install.py
script to add or remove members.

You can modify the users assigned as the NCS Proxy User by using the /opt/novell/ncs/
install/ncs_install.py script. You are prompted for the distinguished user name and password
for the user that you want to assign. The specified user is added to the group, and the old user is
removed from the group.

1 Log in to the server as the root user, then open a terminal console.
2 At the command prompt, enter

/opt/novell/ncs/install/ncs_install.py -1 -u
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In addition, you can change other configurations by providing a configuration file (such as /
root/ncs. conf) to the above command. You must create the file and its content before issuing
the command. For example:

/opt/novell/ncs/install/ncs_install.py -1 -f /root/ncs.conf -u

3 When you are prompted, provide the comma-delimited distinguished name of the user to be
assigned to the NCS_Management group, such as

cn=ncs_admin, o=novell

4 When you are prompted, provide the password for the user you specified.

9.12 Viewing or Modifying the Cluster Master IP
Address or Port

The cluster IP address is assigned to the Master IP Address Resource of the cluster when you
configure the first node in a Novell Cluster Services cluster. The cluster IP address is separate from
the server IP address and is required for some external programs to get cluster status alerts. The IP
address is bound to the master node and remains with the master node regardless of which server is
the master node.

The cluster IP address normally does not need to be changed, but it can be changed for any reason.
For example:

+ A duplicate IP address conflicts with the master IP address.
+ You want to move the cluster to a different IP subnet.
+ You want to reallocate IP addresses in the same subnet.

You normally connect to the master IP address to manage the cluster. If the master IP address has
connection problems, the Clusters > My Clusters page in iManager allows you to use the server IP
address of a node (preferably the master node) to manage the cluster and fix the problem. For
example, the following connection problems can prevent you from connecting to the master IP
address to manage the cluster:

+ Another device on the network is using the master IP address, and the Master IP Resource
cannot come online.

+ There are underlying communications errors for the SFCB protocol, and you get an error in
iManager when you try to connect to the Master IP Resource of the cluster. For example errors,
see “iManager errors while trying to manage Cluster, Storage, User Quotas, CIFS or AFP”
(Technical Information Document 7010295) (http://www.novell.com/support/kb/
doc.php?id=7010295).

Connecting to a node’s IP address is a temporary measure to allow you to resolve the master IP
address problem. It is not intended as an alternative way to manage the cluster. The option is not
available from the My Resources page.

The default cluster port number is 7023, and is automatically assigned when the cluster is created.
The cluster port number does not need to be changed unless a conflict is created by another
resource using the same port number. If there is a port number conflict, change the Port number to
any other value that doesn't cause a conflict.
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IMPORTANT: After you change the cluster IP address or port number, you must restart Cluster
Services, exit iManager, and relaunch iManager before iManager can manage the cluster with the
new IP address.

1 IniManager, select Clusters > My Clusters.
2 In your personalized My Clusters list, view the status of the cluster you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 If the master IP address does not respond to the status query, an error message prompts you to
temporarily manage the server with the server IP address of the master node (preferred) or of
any active node.

The message appears each time that you revisit the My Clusters page until you resolve the IP
address conflict on the network or by modifying the cluster’s master IP address.

b ] Failed to retrieve status infarmation
""'.I"} about cluster ¢clusl via master IP
address 10,10,10.242,

Do you want to select a cluster node
(preferably the master node) to manage the
cluster?

Please note that the selection will be
temporany. You need to select again
whernever "My Clusters" page loads.

Please use this opportunity to fix the master
IP address.

3a Read the error message, then do one of the following:

+ Use a server node (preferably the master): Click Yes to agree to use the server IP
address of a node to temporarily manage the cluster. Continue to Step 3b.
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+ View error details: Click No to view the Cluster Communication Error details. It
provides some tips for diagnosing the root cause of the IP address conflict. Click OK to
dismiss the message. Try to resolve the conflict on the network, then select Clusters >
My Clusters (Step 1) to see if the connection issue is resolved.

& Error: Cluster Communication Error

An error eoowred while communicating between iManager and the CIMOM broker running on the cluster master node,
Click the “More Info” button below for the full stack trace.

Summary:

Error: 216009-12 (BROKER_ERROR_HOQ_ROUTE_TO_HOST) - No route to host  (10.10.10.242)

Diagnosiz:

Thiz errar signals that a prablem accurred while attempting to make a socket connectian to the clusker at IP address:

10.10.10.242 and port: 5989, Typically this error occurs because the IP address for the cluster cannot be reached
from the iManager server possibly because of an intervaning firewall, or if an intermediate router is down. It can also
occur when the master |P address resource is down, or there are no nodes in the cluster.

Suggestions:
The follewing suggestions may help to further narresw down or resolve the problem:

+ Yerlfy the cluster IP address iz correct: 10.10.10.242 . First, check "HCS:Mebwork Address” attribute and make
sure the hex translabes into the IP Address for the Master IP Resource, Hext, check the "Hebwork Address”
attribute which has the TCP and UDP port 524 addresses for the Master IP Resowrce address as well, These
addresses should mateh the "HCS:Hetwark” address. If these addresses differ, manually ehange them te mateh.
This could be the case if the IP address was ever changed on the cluster.

= Yerify the ability to connect to the cluster master node by pinging the cluster IP address from a berminal on
the iManager server.

+ Canfirm that the IP addrecs for the “Master [P Address” Ressurce is bound to the master nade. On the consale,
type: “ip addr show | grep secondary” and you should see it bound. The Master IP address needs to be the same
in the cluster load and unload scripts, and in the attributes of the cluster object in "HCS:Hetwork Address™ and
“Hetwork Address™ with UDP and TCP.

= W you are still getting this error, click the "More Info” button below, and copy and paste the contents in an
email to Hovell Technical Support.

oK | | Mare Infa |

3b Browse to choose the node (preferably the master node) to use to temporarily manage the
cluster, then click OK.

Browse | Search
Contents: shcicon st secenage
Loak in:

el |
] ———

Look for objecis named:

oy
Leook for these types:
NOF G

= Firvimn el v |||J||
Selected Objects: 1 ik sbjeci umeiech

a SmEen SrgaE

e 1] Choar &l |
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4 After the clusters connection is made, select the check box next to the cluster, then click Action
> Edit Properties to open the Cluster Properties dialog box.

eiides @ comvenient way to keep ttechk of clusiers you frequentty manage. Click on the add
fur chastars in the tes, and sslecr tham 12 be addsd 10 tha jin

Add Remowe Actisn « Friresh

¥ osratus  Naw Fun Pepert Hess IP Asdass Modes  Epech BCC
7 e P Ede Prapaniss  {lah 10.10.10,.242 11 o
Pipain |

5 In the Cluster Properties dialog box, click the Policies tab.

Normally, the cluster name (such as clusl.ncs.example) is displayed if you access the cluster
properties via the Master_IP_Resource. The server name (such as avalon.example, shown
below) is displayed if you access the properties via a server node in Step 3.

$* avalon.example [Z

G0 = ol Priorities | Protocols | RME Groups | Business Comtinuity

iew ar change cluster IP address, port numbers, quorum briggers, and cluster email notification. Changing the IF addness requines
a clusher restart before iManager can continue to manage the cluster,

Cluster Information Hotification
IF &ddress: | 10.10.10.242 |"f| Enable Cluszer Hotification Events
Paort: .?lﬂj EMail Addrenses

mysdming example.com g:
Querum Triggers
Timeout: &0 _SE(:QI'IUS ' ®) Receive Only Critical Events

Humber of Hodes: _1 (2} Verbose Messages

D EHL Masssagas

oK Cancel | Apply

6 Under Cluster Information, specify the new value for the IP address or port.

Cluster Information

Pasress | 10.10.10.243 |

7 Click OK to save and apply your changes. Wait for the success notification before continuing.

A cluster restart is required before iManager can continue to manage the cluster with its new
master IP address.

Success: Cluster Properties Updated Successfully

The changes have been successfully zent to the cluster master node.

Exit iManager and close the web browser.

Restart Cluster Services. Open a terminal console as the root user, then enter

rcnovell-ncs restart
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avalon:-/Desktop # rcnovell-ncs restart
Stopping Movell Cluster Services
Leaving...

Mo longer a member of cluster

#
# Please wait for the Novell Cluster Services KOs to unload
#
#

Movell Cluster Services Unloaded
Starting Movell Cluster Services
Mounting adminfs at fadmin ... already mounted

avalon:~/Desktop # Joining...
Mow a member of

Cluster clusl

This node avalon [ epoch O master node avalen ]
Cluster nodes [ awalon ]

10 Launch a web browser and log in to iManager to continue managing the cluster.

9.13 Moving a Cluster, or Changing the Node IP
Addresses, LDAP Servers, or Administrator
Credentials for a Cluster

Use the instructions in this section to change the IP address of the cluster, information about the
LDAP servers that the cluster uses, or the credentials used to administer the cluster.

¢ Section 9.13.1, “Changing the Administrator Credentials or LDAP Server IP Addresses for a
Cluster,” on page 147

¢ Section 9.13.2, “Moving a Cluster or Changing IP Addresses of Cluster Nodes and Resources,
on page 149

”

9.13.1 Changing the Administrator Credentials or LDAP Server IP
Addresses for a Cluster

You can modify the administrator credentials or LDAP server settings that you assigned when you
created the cluster. If eDirectory is not installed on a node, it looks to the LDAP server list for
information about which LDAP server to use.

You must modify this cluster information in the following cases:

+ Changing the Administrator user name and password for the cluster

¢ Changing the password for the existing Administrator user name

+ Changing the IP address information about the existing LDAP servers
+ Assigning a different LDAP server for the cluster to use

+ Changing the order of the servers in the LDAP server list
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As a best practice, you should list the LDAP servers in the following order:
¢ Local to the cluster
+ Closest physical read/write replica
+ Adding LDAP servers to the list of ones that the cluster can use.

You can modify these settings at any time. Novell Cluster Services can be running or not running.

To modify the LDAP server IP address or administrator credentials in the Novell Cluster Services
configuration settings:

1 Ensure that the administrator user name that you plan to use meets the requirements specified
in Section 4.1, “Cluster Administration Requirements,” on page 37.

2 Ensure that the LDAP servers that you want to specify for the cluster are in the same eDirectory
tree, and that the IP addresses meet the requirements in Section 4.2, “IP Address
Requirements,” on page 40.

3 Login as the root user to the master node of the cluster.

4 In a text editor, create a text file, specify the configuration information for the Novell Cluster
Services cluster in it, then save the file.

Two examples are shown below of the content of the file with sample values. The directives are
self-explanatory.

IMPORTANT: Ensure that you change the values inside the quotation marks to the actual
settings for your cluster.

The following lines are the content of a sample configuration file for a Novell Cluster Services
cluster when you have a single LDAP server.

CONFIG _NCS CLUSTER DN="cn=svrl oes2 cluster.o=context"
CONFIG NCS LDAP INFO="ldaps://10.1.1.102:636"
CONFIG_NCS_ADMIN DN="cn=admin.o=context"
CONFIG_NCS ADMIN PASSWORD="password"

If you have multiple LDAP servers, the syntax is slightly different. The following lines are the
content of a sample configuration file for a Novell Cluster Services cluster when you have
multiple LDAP servers.

CONFIG _NCS CLUSTER DN="cn=svrl oes2 cluster.o=context"

CONFIG NCS LDAP INFO="ldaps://10.1.1.102:636,1daps://10.1.1.101:636"
CONFIG_NCS_ADMIN DN="cn=admin.o=context"

CONFIG_NCS_ADMIN PASSWORD="password"

5 As the root user, enter the following command at a command prompt:
/opt/novell/ncs/install/ncs _install.py -1 -f configuration filename

Replace configuration_filename with the actual name of the file you created.
6 Delete the configuration file that you created.

7 For each of the other nodes in the cluster, log in as the root user for the node, then repeat
Step 4 to Step 6.

Modifying the information on each node allows iManager to manage the cluster after a different
node becomes the master. This step is necessary because credentials are stored on CASA, and
CASA does not synchronize across cluster nodes.
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8 Push this update to all nodes on the cluster by entering the following as the root user on one of
the cluster nodes:

cluster exec "/opt/novell/ncs/bin/ncs-configd.py -init"

9.13.2 Moving a Cluster or Changing IP Addresses of Cluster
Nodes and Resources

If you move a cluster to a different subnet, you must change the IP addresses of the cluster nodes
and the cluster resources, information about the LDAP servers used by the cluster, and possibly the
administrator credentials for the cluster.

When you move the cluster to a new IP subnet, you must replace the existing unique static IP
addresses with ones that are valid in that subnet. You can make the IP address changes in the old
location or the new location. If you start the servers in the different IP subnet with the old IP
addresses, the cluster does not come up until you make the changes described in this section.

To modify the IP addresses of servers being used in a Novell Cluster Services cluster, perform the
following tasks in the order given:

+ “Prerequisites” on page 149

+ “Changing the IP Addresses of Cluster Resources” on page 149

+ “Changing the IP Addresses of Servers in a Cluster” on page 151

+ “Changing the IP Address of the Master IP Resource” on page 151

+ “Modifying the Cluster Configuration Information” on page 152

Prerequisites

Before you begin, ensure that the IP addresses that you plan to use meet the requirements specified
in Section 4.2, “IP Address Requirements,” on page 40. Ensure that the administrator user name that
you will use in the new location has sufficient rights as described in Section 4.1.3, “Cluster
Administrator or Administrator-Equivalent User,” on page 40.

Changing the IP Addresses of Cluster Resources

Before you modify the server IP address for a server in a cluster, you must change the IP addresses
of all of the cluster resources that run on it:

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Offline the cluster resources whose IP addresses are changing. On the Cluster Manager page,
select the check boxes next to the cluster resources, then click Offline.

4 For each NSS pool cluster resource, modify the IP address on the resource’s Protocols page.

4a On the Cluster Manager or Cluster Options page, click the pool cluster resource to open its
Properties page.

4b Click the Protocols tab.
4c Modify the IP address for the NSS pool cluster resource.
4d Click OK to save the changes.
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This changes the IP address for the NCS:NCP Server object for the resource, and updates
the instances of the IP address in the resource’s load, unload, and monitor script.

Do not online the resource at this time.

5 For each non-NSS cluster resource, modify the IP address information for the RESOURCE_IP
variable as needed in the resource’s load, unload, and monitor scripts.

ba

5b
5¢c

5d
5e
5f

On the Cluster Manager page or Cluster Options page, click the non-NSS cluster resource
to open its Properties page.

Click the Scripts tab, then click the Load Script link.

Edit the script by replacing the RESOURCE_IP variable’s value with the new IP address.
You might also need to edit the values used in the command lines if you did not use the
variable there.

IMPORTANT: Do not comment out commands that are automatically generated for
parameters that define the cluster resource, such as the mount point, IP address, volume
group name, file system type, and mount device.

Click Apply to save the changed script.

Make similar changes to the non-NSS resource’s Unload Script and Monitor Script.
Repeat this process for each non-NSS cluster resource.

Do not online the resources at this time.

6 For each Linux cluster resource that has an NCP virtual server object, delete and re-create the
NCS:NCP Server Object.

6a In iManager, select the Directory Administration > Delete Object, select the NCS:NCP

6b

Server object for the Linux resource, then click OK.
Re-create the NCS:NCP Server object with the new IP address:
6b1 On the master cluster node, open a terminal console, then log in as the root user.
6b2 In the console, use the cd command to go to the /opt/novell/ncs/bin directory.
6b3 At the terminal console prompt, enter
./ncs_ncpserv.py -c¢ 1v_volumename -i resource ip address
Replace the Iv_volumename and resource_ip_address with the information for your
particular solution.

Do not use periods in cluster resource names. Novell clients interpret periods as
delimiters. If you use a space in a cluster resource name, that space is converted to an
underscore.

For example, to create the NCS:NCP Server object for the 1v44 cluster resource where
the IP address is 10.10.10.44 and the cluster context is
ou=clusters, ou=city, o=mycompany, enter

./ncs_ncpserv.py -c¢ 1v44 -1 10.10.10.44
The confirmation message is displayed:

NCP Server 'cn=clusterl 1lv44 server,ou=clusters,ou=city, o=mycompany'
created.

7 Stop Novell Cluster Services for every node in the cluster by entering the following at the
command prompt as the root user:
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rcnovell-ncs stop

8 Continue with “Changing the IP Addresses of Servers in a Cluster” on page 151.

Changing the IP Addresses of Servers in a Cluster

After preparing the cluster resources for the IP address change and stopping Novell Cluster Services

(see “Changing the IP Addresses of Cluster Resources” on page 149), you are ready to change the
IP addresses of the servers in the cluster.

1 For each server in the cluster, change the server’s IP address by following the instructions
“Changing an OES 2015 SP1 Server’s IP Address” in the OES 2015 SP1: Planning and
Implementation Guide.

2 The server IP address changes are not complete until you make those changes known to Novell
Cluster Services and eDirectory. Continue with “Changing the IP Address of the Master IP
Resource” on page 151.

Changing the IP Address of the Master IP Resource

1 IniManager, click Directory Administration, then click Modify Object.

2 Browse to locate and select the Master IP Address Resource object of the cluster you want to
manage.

Modify Object: gMaster_IF_Address_Resource cl242 ncsnovell
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3 Inthe Valued Attributes list, select the attribute NCS:CRM Load Script, click Edit, modify the 1P
address in the script, then click OK.

Edit Atmbute

MCS:CRM Load Script:

gi/bin/bhash
. Joptsimovell/nees/lib/nocefunce

i1gnore @rror

add secondary_ ipaddress
10.10.10.242 -np

exit O

Ok |  cancel |

4 Inthe Valued Attributes list, select the attribute NCS:CRM Unload Script, click Edit, modify the
IP address in the script, then click OK.

5 Inthe Valued Attributes list, select the attribute NCS:CRM Monitor Script, click Edit, modify the
IP address in the script, then click OK.

6 At the bottom of the page, click OK to save the changes.

7 Continue with “Modifying the Cluster Configuration Information” on page 152.

Modifying the Cluster Configuration Information

Before restarting Novell Cluster Services, you must update the cluster configuration information in
Novell Cluster Services and eDirectory with the new IP addresses. You might also need to update the
IP address information for the LDAP server and administrator credentials that the cluster uses in the

new subnet.

1 If the cluster is using a different LDAP server or administrator in the new IP subnet, change the
LDAP server IP address and administrator credentials for the cluster in the Novell Cluster
Services configuration settings.

Follow the procedure in Section 9.13.1, “Changing the Administrator Credentials or LDAP Server
IP Addresses for a Cluster,” on page 147.

2 For each node in the cluster, including that of the master IP address resource, modify the NCS:
Network Address attribute of its Cluster Node object.

2a In iManager, select Directory Administration > Modify Object.

2b Browse to locate and select the Cluster Node object of the cluster node you want to
manage.

2c Inthe Valued Attributes list, select the attribute NCS: Network Address, click Edit, modify
the IP address, then click OK.
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Edit Attribute

NCS Metwork Address:
1P 101010242 I

ok | cCancel |

2d Repeat this process for each node in the cluster and the master IP resource.

3 For the cluster container of the cluster you want to manage, modify the NCS: Network Address
and Network Address attributes of its Cluster object to specify the new IP address information.
Both TCP and UDP addresses need to be replaced.

3a IniManager, select Directory Administration > Modify Object.
3b Browse to locate and select the Cluster object of the cluster you want to manage.

Maodify Object: l&.l:l}‘lin'.’ ncs novell

Ib

Valued Attributes
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3c Inthe Valued Attributes list, select the attribute NCS: Network Address (the attribute for the
TCP address), click Edit, modify the IP address, then click OK.

3d Inthe Valued Attributes list, select the attribute Network Address (the attribute for the UDP
address), click Edit, modify the IP address, then click OK.

4 Ensure that the LDAP server is running before restarting Novell Cluster Services.

IMPORTANT: Novell Cluster Services requires LDAP.

5 Ensure that NSS is running if there are NSS cluster resources that you will bring online.

6 Start Novell Cluster Services by entering the following command at a command prompt as the
root user:

rcnovell-ncs start

7 Online the cluster resources:
7a In iManager, select Clusters > My Clusters.
7b Select the cluster that you want to manage.

7c On the Cluster Manager page, select the check boxes next to the cluster resources, then
click Online.
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9.14 What's Next

For information about managing the cluster, see Chapter 10, “ Managing Clusters,” on page 155.

After installing and configuring the cluster, you are ready to configure cluster resources for it. See the
following:

+ Chapter 11, “Configuring and Managing Cluster Resources,” on page 197

+ Chapter 12, “Quick Reference for Clustering Services and Data,” on page 237

¢ Chapter 13, “Configuring and Managing Cluster Resources for Shared NSS Pools and
Volumes,” on page 241

+ Chapter 14, “Configuring and Managing Cluster Resources for Shared LVM Volume Groups,” on
page 333

+ Chapter 15, “Upgrading and Managing Cluster Resources for Linux POSIX Volumes with CSM
Containers,” on page 405
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O Managing Clusters

After you have installed, set up, and configured Novell Cluster Services on Open Enterprise (OES)
2015 servers and configured cluster resources, use the information in this section to help you
effectively manage your cluster. This section provides instructions for migrating resources, identifying
cluster and resource states, and customizing cluster management.

IMPORTANT: For information about using console commands to manage a cluster, see Appendix A,
“Console Commands for Novell Cluster Services,” on page 455.

¢ Section 10.1, “Starting and Stopping Novell Cluster Services,” on page 156

¢ Section 10.2, “Taking the Cluster Down,” on page 158

¢ Section 10.3, “Selecting a Cluster to Manage,” on page 158

+ Section 10.4, “Monitoring Cluster and Resource States,” on page 161

¢ Section 10.5, “Responding to a Start, Failover, or Failback Alert,” on page 163

+ Section 10.6, “Viewing the Cluster Event Log in iManager,” on page 165

¢ Section 10.7, “Viewing the Cluster Event Log at the Command Line,” on page 167

+ Section 10.8, “Viewing Summaries of Failed or Incomplete Events from the *.out Log Files,” on
page 168

¢ Section 10.9, “Generating a Cluster Configuration Report,” on page 169
¢ Section 10.10, “Repairing a Cluster,” on page 170

¢ Section 10.11, “Onlining and Offlining (Loading and Unloading) Cluster Resources from a
Cluster Node,” on page 171

+ Section 10.12, “Cluster Migrating Resources to Different Nodes,” on page 172
¢ Section 10.13, “Removing (Leaving) a Node from the Cluster,” on page 174
¢ Section 10.14, “Joining a Node to the Cluster (Rejoining a Cluster),” on page 175

¢ Section 10.15, “Shutting Down Novell Cluster Services When Servicing Shared Storage,” on
page 175

¢ Section 10.16, “Enabling or Disabling Cluster Maintenance Mode,” on page 176
+ Section 10.17, “Viewing the Cluster Node Properties,” on page 176

¢ Section 10.18, “Creating or Deleting Cluster SBD Partitions,” on page 177

¢ Section 10.19, “Customizing Cluster Services Management,” on page 194
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10.1 Starting and Stopping Novell Cluster Services

Novell Cluster Services automatically starts after it is installed. It also automatically starts when you
reboot your OES server.

If you need to restart adminfs, you must stop Novell Cluster Services before you stop adminfs, or
you can reboot the server.

IMPORTANT: If you are using iSCSI for shared disk system access, ensure that you have configured
iISCSI initiators and targets to start prior to starting Novell Cluster Services. You can do this by
entering the following at the Linux terminal console:

chkconfig open-iscsi on

10.1.1 Starting Novell Cluster Services

If you stop Novell Cluster Services, you can restart it by doing the following:

1 Open a terminal console, then log in as the root user.
2 Use one of the following methods to start Novell Cluster Services:
+ At the command prompt, go to the /etc/init.d directory and enter

./novell-ncs start
¢ At the command prompt, enter
rcnovell-ncs start
3 Verify the cluster status:

cluster status

10.1.2 Stopping Novell Cluster Services

Novell Cluster Services is a kernel-space application. As with any kernel-space application, unloading
it is a best effort and is not guaranteed to stop the modules. If Novell Cluster Services is busy
providing services from the kernel when you attempt to stop it, the process might not stop, and a
reboot might be required.

1 Open a terminal console, then log in as the root user.
2 Check whether the node is active in the cluster. Enter

cluster view

If the node is in the cluster (and not still in a process of joining the cluster), it is relatively safe to
attempt to stop it.

3 Use one of the following methods to stop Novell Cluster Services:
+ Gotothe /etc/init.d directory and enter

./novell-ncs stop
+ At the command prompt, enter
rcnovell-ncs stop

4 Verify the cluster status:
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cluster status

5 If you getin a state where the node has not joined the cluster and Novell Cluster Services cannot
be stopped:

5a Disable autostart on reboot. Enter
chkconfig novell-ncs off

5b Reboot the server.
5c Start Novell Cluster Services manually. Enter

rcnovell-ncs start

5d Diagnose why the node had trouble joining the cluster.
5e (Optional) Re-enable autostart for the node. Enter

chkconfig novell-ncs on

10.1.3 Enabling and Disabling the Automatic Start of Novell
Cluster Services

Novell Cluster Services automatically starts by default after it is installed and on server reboot.
To cause Novell Cluster Services to not start automatically after a server reboot:

1 Open a terminal console, then log in as the root user.

2 Enter the following at a Linux terminal console:
chkconfig novell-ncs off

3 Reboot the server.
4 After rebooting, you must manually start Novell Cluster Services by entering

rcnovell-ncs start
To cause Novell Cluster Services to resume starting automatically after a server reboot:

1 Open aterminal console, then log in as the root user.
2 Enter the following at a Linux terminal console:

chkconfig novell-ncs on

3 Reboot the server.
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10.2 Taking the Cluster Down

The cluster down command concurrently removes all cluster nodes from the cluster. This command
has the same effect as executing the cluster leave command on every server in the cluster. You
are prompted to confirm the cluster down. For example, you might need to take the cluster down if an
SBD partition fails, and you need to delete and recreate an SBD partition.

1 Log in as the root user on any node in the cluster, then enter the following at a command
prompt:

cluster down

2 When you are prompted to confirm the cluster down command, specify Yes, then press Enter.

10.3 Selecting a Cluster to Manage

158

1 Log in to iManager as a cluster administrator.
2 In Roles and Tasks, select Clusters > My Clusters.

The My Clusters page displays your personalized list of clusters in the tree that you want to
manage. To add or remove clusters from your list, see Section 9.2, “Setting Up a Personalized
List of Clusters to Manage,” on page 121.

The Clusters plug-in sends a status query to the master IP address of each cluster in the list.

3 If the master IP address of a cluster has connection problems, the Clusters plug-in allows you to
use the server IP address of a node (preferably the master node) to manage the cluster and fix
the problem.

On the My Clusters page, if the cluster status query fails:
3a Read the message about the problem connecting to the master IP address.

The message appears each time that you revisit the My Clusters page until you resolve the
IP address conflict on the network or by modifying the cluster’s master IP address.

Failed to retriewve status information
“"'r'} about cluster clusl via master IP
address 10,10,10.242,

Do you want to select a cluster node
{preferably the master node) to manage the
cluster?

Please note that the selection will be
tempaorarny. You need to select again

whenever "My Clusters" page loads.

Please use this opportunity to fix the master
IP address.

fes

3b Do one of the following:

+ Use a server node (preferably the master): Click Yes to agree to use the server IP
address of a node to temporarily manage the cluster.
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+ View error details: Click No to view the Cluster Communication Error details. It
provides some tips for diagnosing the root cause of the IP address conflict. Click OK to
dismiss the message. Try to resolve the conflict on the network, then select Clusters >
My Clusters to see if the connection issue is resolved.

& Error: Cluster Communication Error

An error eoowred while communicating between iManager and the CIMOM broker running on the cluster master node,
Click the “More Info” button below for the full stack trace.

Summary:

Error: 216009-12 (BROKER_ERROR_HOQ_ROUTE_TO_HOST) - No route to host  (10.10.10.242)

Diagnosiz:

Thiz errar signals that a prablem accurred while attempting to make a socket connectian to the clusker at IP address:

10.10.10.242 and port: 5989, Typically this error occurs because the IP address for the cluster cannot be reached
from the iManager server possibly because of an intervaning firewall, or if an intermediate router is down. It can also
occur when the master |P address resource is down, or there are no nodes in the cluster.

Suggestions:
The follewing suggestions may help to further narresw down or resolve the problem:

+ Yerlfy the cluster IP address iz correct: 10.10.10.242 . First, check "HCS:Mebwork Address” attribute and make
sure the hex translabes into the IP Address for the Master IP Resource, Hext, check the "Hebwork Address”
attribute which has the TCP and UDP port 524 addresses for the Master IP Resowrce address as well, These
addresses should mateh the "HCS:Hetwark” address. If these addresses differ, manually ehange them te mateh.
This could be the case if the IP address was ever changed on the cluster.

= Yerify the ability to connect to the cluster master node by pinging the cluster IP address from a berminal on
the iManager server.

+ Canfirm that the IP addrecs for the “Master [P Address” Ressurce is bound to the master nade. On the consale,
type: “ip addr show | grep secondary” and you should see it bound. The Master IP address needs to be the same
in the cluster load and unload scripts, and in the attributes of the cluster object in "HCS:Hetwork Address™ and
“Hetwork Address™ with UDP and TCP.

= W you are still getting this error, click the "More Info” button below, and copy and paste the contents in an
email to Hovell Technical Support.

oK | | Mare Infa |
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3c Browse to choose the node (preferably the master node) to use to temporarily manage the
cluster, then click OK.

Browse

CONtEMiS: SHCerts SEms Sekoen 13604

i it
el Lo juposiesd)
r ™

Look for objects named: 9 i

| Eamme ple: st

(bmrmphe: &% L, Bty
Look for thess types
HCF G e
Adrnei ioeing
34 Cipei
frem Criferia

Apply

Firma et 14
Selected Objects: 1 ok s umseen
ﬂ. P e o e ]

o Cloar 411

3d If you need to modify the master IP address to fix the connection problem, see Section 9.12,
“Viewing or Modifying the Cluster Master IP Address or Port,” on page 143.

4 After a successful connection to the cluster master IP address, do any of the following:

+ Cluster Properties: To view or manage the cluster policies, protocols, or properties, select
the check box next to the cluster, then select Action > Edit Properties.

The Cluster Properties dialog box opens. The browser’s pop-up blocker must be disabled.
See the following:

¢ Section 9.4, “Configuring Quorum Membership and Timeout Policies,” on page 128
¢ Section 9.5, “Configuring Cluster Protocols,” on page 129
¢ Section 9.6, “Configuring Cluster Event Email Notification,” on page 131

+ Resources: To manage cluster resources, click the cluster name link.

The browser opens on the Cluster Manager page in the same browser window. See
Chapter 11, “Configuring and Managing Cluster Resources,” on page 197.

+ Cluster Report: To generate a report for the cluster, select the check box next to the
cluster, then select Action > Run Report.

The Cluster Report dialog box opens. The browser’s pop-up blocker must be disabled. See
Section 10.9, “Generating a Cluster Configuration Report,” on page 169.

+ Repair a NetWare Cluster: To repair a NetWare cluster, select the check box next to the
cluster, then select Action > Repair.

This option is useful if you are replacing an existing NetWare server. Install the NetWare
operating system and Novell Cluster services on the new server, and name server with the
same name as the old server. Choose the Repair option to automatically configure Novell
Cluster Services on the replacement server. You must manually copy the 1dncs.ncf and
uldncs.ncf files from the sys:\system directory to this node from another node in the
cluster.

+ Repair an OES Linux Cluster: To repair an OES cluster, select the check box next to the
cluster, then click Action > Repair.
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The Repair option is useful when you see a mismatch in the cluster resource list or the
resource priority list. The cluster repair will make the resource list consistent with the
resource objects.

For example, if the cluster status command output is blank or the deleted resources are still
listed, the repair option will make the resource list match the resource objects. Resources
will then be displayed properly in CLI and iManager.

NCS logs the corresponding repair option messages in the /var/opt/novell/log/ncs/
repair.log file.

10.4 Monitoring Cluster and Resource States

The Cluster Manager page in iManager gives you important information about the status of servers
and resources in your cluster.

1 IniManager, select Clusters > My Clusters.
View the overall status of the each of the clusters in your list.
2 In your personalized My Clusters list, select the name of the cluster you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 View the status of the cluster nodes and resources.
My Clusters = clusterl.Servers.novell

& cluster1.servers.novell

“Wiew the status of both servers and resources in the cluster. You can also migrate cluster resources to differentservers in the cluster, or change the state of resources to offline or online.

HITEEELENEN S, BCC Manager | Cluster Event Log | Cluster Options |

Run rt

Epoch: 5

E 8 8

SYSTST-TS-894 SYSTST-TS-897 SYSTST-TS-148

Online | Offline | Migrate | RespondtoAlert | Refreshw 6 ltem(s)
Type E] Name State Location Lives Up Since
B Master_IP_Address_Pesource (@) Running SYSTST-TS-149 3 Aprl9, 2012 2:41:34 PM
[} POOL_RAID10_SEEVER @ Running SYSTST-TS-149 2 Aprl9, 2012 2:41:58 PM
& [} POOL_SH_SERVER .<> Failover Alert SYSTST-TS-94 1

If scrolling is needed to view the complete list, you can use the Refresh option to set a longer
refresh rate for the page in order to allow enough time to view the status for all items.

Master Server

The master server in the cluster is identified by a yellow diamond in the middle of the server
icon (,@). The master server is initially the first server in the cluster, but another server can
become the master if the first server fails.

Operating State
An icon next to the cluster resource or cluster indicates its operating state. Table 10-1
describes each operating state and icon. When a resource is state is blank or has no

colored icon, it is unassigned, offline, changing state, or in the process of loading or
unloading.
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Table 10-1 Operating States for a Cluster and Its Resources

State Icon Description

Normal = A green ball indicates that the node is running, or
the resource is online.

Stopped =) A red ball with a horizontal white line indicates that
the node or resource is stopped and waiting for
administrator intervention.

Offline - A white ball with a horizontal red line indicates that
the node or resource is offline.

Critical w A white ball with a red X indicates that the node has
failed, the resource is comatose, or a resource in a
My Resources list cannot be not found (renamed or
deleted).

Warning ,<> A white ball with a yellow diamond indicates that an
alert condition has occurred, and the resource
needs administrator attention.

Unknown 9 A yellow ball with a question mark indicates that the
) state of the node or resource cannot be determined.
Either the server is not currently a member of the
cluster or its state is unknown.

Epoch

The Epoch number indicates the number of times the cluster state has changed. The cluster
state changes every time a server joins or leaves the cluster.

Cluster Resource States

Table 10-2 identifies the different resource states and gives descriptions and possible
actions for each state.

Table 10-2 Cluster Resource States

Resource State Description Possible Actions

Alert Alerts can result if the Start mode, On the Cluster Manager page in
Failover mode, or Failback mode for iManager, select the check box next

Alert types are: the resource has been setto Manual. to the resource, click the Respond to

The resource is waiting for the Alert option, then resolve the alert.
administrator to intervene to start, fail Depending on the resource state,
over, or fail back the resource on the you are prompted to start, fail over, or
Start Alert specified server. fail back the resource. See

Section 10.5, “Responding to a Start,
Failover, or Failback Alert,” on

page 163.

Failback Alert
Failover Alert

After you clear the Start Alert, you
can take the resource offline, then
bring the resource online.
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10.5

Resource State Description Possible Actions
Comatose The resource is not running properly Click the Comatose status indicator
and requires administrator and take the resource offline. After
intervention. resource problems have been
resolved, you can bring the resource
online (return it to the running state).
A comatose resource cannot be
taken directly to an online state.
Loading The resource is in the process of None.
loading on a server.
NDS_Sync The properties of the resource have  None.
changed and the changes are still
being synchronized in eDirectory.
Offline Offline status indicates the resource If desired, you can click the Offline

is shut down or is in a dormant or
inactive state.

status indicator and click the Online
button to load the resource on the
best node possible, given the current
state of the cluster and the resource's
preferred nodes list.

Quorum Wait

The resource is waiting for the
quorum to be established so it can
begin loading.

None.

Running The resource is in a normal running  You can click the Running status

state. indicator and choose to either
migrate the resource to a different
server in your cluster or unload (bring
offline) the resource.

Unassigned There is not an assigned node If desired, you can click the
available that the resource can be Unassigned status indicator and
loaded on. offline the resource. Offlining the

resource prevents it from running on
any of its preferred nodes if any of
them join the cluster.

Unloading The resource is in the process of None.

unloading from the server it was
running on.

Responding to a Start, Failover, or Failback Alert

You might receive an alert (#) for a resource if you have configured the resource’s Start mode,
Failover mode, or Failback mode settings to Manual. The alert types correspond to the mode setting:

+ Start Alert
+ Failover Alert
+ Failback Alert

The resource is waiting for the administrator to intervene to start, fail over, or fail back the resource on

the specified server.

Managing Clusters 163



If you attempt to offline a resource that is in the Start Alert state, nothing happens and the following
message is displayed:

This operation cannot be completed. It is only available when the resource is in an
offline state.

You must clear the Start Alert before you can offline the resource. After the resource is offline, you
can online the resource.

To respond to an alert:

1 IniManager, select Clusters > My Clusters.

If the cluster you want to manage does not appear in your list, add the cluster to your list as
described in Section 9.2, “Setting Up a Personalized List of Clusters to Manage,” on page 121.

2 In your personalized list of clusters, a critical (%)) status for a cluster indicates that a resource

might be in a comatose state and require administrator intervention. Click the resource name to
manage the resource.

My Clusters 7]

The list below provides a convenient way to keep track of clusters you frequently manage. Click on the add button to browse for clusters inthe tree, and select them to be added to the list

Add Remove Action ~ Refresh

[ sStaus Name Master Mode

IP Address MNodes Epoch BCC
B ® &ﬂ clusterl @ SYSTST-T5-149

10.10.183.220 213 5

3 On the Cluster Manager page, select the check box next to the resource that has the alert, then
click Respond to Alert.

My Clusters = clusterl.Servers.novell

& cluster1.Servers.novell

Wiew the status ot both servers and resources in the cluster. You can also migrate cluster resources to differentservers in the cluster, or change the state of resources to offline or onnne.

HIE T ELEN IS, BCC Manager | Cluster Event Log | Cluster Options |

Run Report

Epoch: 5

E 8 B

SYSTST-TS-94 SYSTST-TS-97 SYSTST-T5-149

Online | Offline | Migrate | Respondto Alert | Refreshw 6 ltem(s)
Tvpe E| MName State Location Lives Up Since
& Master IP_Address_PResource (_@ Running SYSTST-TS-149 3 Aprl9, 2012 2:41:34 PM
[} POOL_RAID10_SERVER (_@u RFunning SYSTST-T5-148 2 Aprl9, 2012 2:41:58 PM
@" [} POOL_SH_SERVER |<>| Failover Alert SYSTST-TS-94 1
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10.6

4 On the Respond to Alert page, click Yes, No, or Cancel to perform the desired action for the
selected resource’s alert state.

Wy Clusters = clusterl. Servers.novell = Respond to Alert

Respond to Alert 1z

Click Yes, Mo, or Cancel to perform the desired action for the selected resources.

Selected Resources

Name State Yes Action No Action Cancel Action
POOL_SH_SERVER € Failover to next available node  Offline resource Stay in Alert state

Do you wantto continue?

Yes | Mo | Cancel |

5 After clearing a Start Alert, go to the Cluster Manager page, select the check box next to the
resource, then click Offline. After the resource is offline, select the check box again and click
Online to bring the resource online.

Viewing the Cluster Event Log in iManager

The Cluster Event Log in Clusters-plug for iManager lets you view recent cluster events logged in the
/admin/Novell/Cluster/EventLog.xml file. Events can be node specific (a node joins the cluster
or leaves the cluster) or they can be resource specific (a resource comes online or goes offline).

By default, the Cluster Event Log displays 10 most recent events (newest to oldest) for all severity
levels, all nodes, and all resources. You can use the Cluster Event Log Filter page to filter out events
that are not of interest so that only the desired log entries are displayed in the report. You can filter out
events according to these categories:

+ Severity (Error, Normal, Warning)
+ Node (by node name)
+ Resource (by resource name)

Selecting a check box causes that entry type to appear in the log. Deselecting a check box filters out
the associated entry type.

In the Event Log Range section of the filter, you can choose to report all events in the log, or you can
get a report of logged events that occurred during a specified time range. The time range filter
displays events that occurred during the interval of time before a specified date and time and after a
specified date and time. For example, you might want to see events that occurred for a cluster
resource before the date/time that a failover event was triggered and after the date/time of its
previously known good state. By default, the After field displays the date and time of the most recent
logged entry, and the Before field displays the date and time of the oldest available logged entry. The
search includes the specified before and after date/time values. If you specify date/time values
outside the range of entries that are available, the filter applies the default range.

In the Details section of the filter, you can control how many event log messages are displayed per
page. The default is 10 events per page. If the number of entries for your search exceeds one page,
you can click the right-arrow button and left-arrow button to page through the report. Click the double-
left-arrow button to jump to the first page of the report. Click the double-right-arrow button to jump to
the last page of the report.

In the Details section of the filter, you can also choose whether the log message portion of a log entry
is displayed in the log.
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To view the logged cluster events:

1 In iManager, select Clusters > My Clusters, then select the cluster.
2 Select the Cluster Event Log to view the latest cluster events.
Ten most recent events are displayed by default in reverse chronological order.

My Clusters > o134 nes.novell

& cl134.ncs.novell
Use the Cluster Event Log 1o view 1ecent clustel events. EVents can be node specific (a node joined of [eftthe clusten of they can be (esource specific
(a resource changed state from loading to unning).

Cluster Manager |\ BCC Manager S4[' 857 (881 Cluster Options |

Filter | ClearFilter | Clear Log 10 ltem(s)
Timestamp Node Resource Severity Cluster Event
May 30, 2013 11:52:02 AMMDT LXVOLG_resource (é) Normal  Running on avalon
May 30, 2013 11:51:57 AMMDT Master_IP_Address_Resource @ Normal Running on avalon
May 30, 2012 11:51:56 AMMDT LXVOLF_resource -éw Mormal  Running on avalon
May 30, 2013 11.51:55 AMMDT lvm245 (é) Normal Running on avalon
May 30,2013 11:51:53 AMMDT LXVOLG_resource @w Mormal  Loading on avalon
May 30, 2012 11:51:52 AMMDT POOLD_SERVER -éw Mormal  Running on avalon
May 30, 2013 115139 AMMDT POOQLD_SERVER léw MNeormal Loading on avalon
May 30,2013 11:51:39 AMMDT lvm245 @w Mormal  Loading on avalon
May 30,2012 11:51:39 AMMDT LXVOLF_resource -éw Mormal  Loading on avalon
IMay 30, 2013 11:51.39 AMMDT Master_IP_Address_Resource léw Normal Loading on avalon

Print Close

3 (Optional) Generate a custom event report.

3a At the top of the Cluster Event Log page, click Filter to open the Event Log Filter page.

My Clusters > ¢134.nes.novell > Event Lag Filter

Event Log Filter
Modify lag attibutes. Change the severity of logged events. Filter out nodes and resources.

Types Name

Error avalon

Normal pemberly

Warning stratford

Resource

&Y

&Y

Master_|P_Address_Resource

Y

POOLD_SERVER

Y

LXVOLF_resource

I |

&

LXVOLG_resource

(x

Event Log Range Details
O Entire Log Mumber of Messages to Display:
@ Time Range (inclusive): Display LogMessages
before |Fri 31 May 2013 06:07:41 PM MDT
after |Fri 31 May 2013 06:07:22 FM MDT
0K Close

3b Inthe Security section, deselect the check box next to message types that are not of
interest.

¢ Error
+ Normal
¢+ Warning

For example, deselect Normal to omit normal events. Only error and warning messages will
appear in the report.
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3c Inthe Node section, deselect the check box next to nodes that are not of interest. Only
events for selected nodes will appear in the report.

3d Inthe Resource section, deselect the check box next to cluster resources that are not of
interest. Only events for selected resources will appear in the report.

3e Inthe Event Log Range section, select one of the following:
+ Entire log
+ Time range (inclusive)
+ Before this date/time
¢ After this date/time

3f Inthe Details section, specify how many messages to display per page and whether the log
message portion of a log entry is displayed in the report.

3g Click OK to apply the filter.

3h View the custom report.

For example, the following report shoes only error or warning messages for the
POOLD SERVER cluster resource that appear in the entire log.

My Clusters > cl134 necs.novell
& cl134.ncs.novell

Use the Cluster Event Log to view 12cent cluster events Events can be node specific (a node joined of [eft the cluster) of they can be fesouice specific (@
tesource changed state flom loading to wnning).

Cluster Manager |\ BCC Manager S=['E S84 851 Cluster Options

Filter | ClearFilter | ClearLog 4 Item(s)
Timestamp Node Resource Severity Cluster Event
April 11,2013 1:4153 PMMDT POOLD_SERVER <> Warning Unassigned on unknown
April 11,2013 1:41:52 PMMDT FOOLD_SERVER ,<>, Warning NDS Sync on unknown
April 11,2013 1.03:11 PMMDT POOLD_SERVER »{}- Warning Unassigned on unknown
April 11,2013 1:03:07 PMMDT POOLD_SERVER <> Warning NDS Sync on unknown
Print Close

4 Click Clear Filter to clear the current filter.
5 (Optional) Click Clear Log to remove all entries from the log.
All prior log entries are deleted and are no longer available.

10.7 Viewing the Cluster Event Log at the Command
Line
You can view cluster events logged in the /admin/Novell/Cluster/EventLog.xml file by copying
the /admin/Novell/Cluster/EventLog.xml file to a working location, and using the cat command

to display the file.

1 Log in to the node as the root user, then open a terminal console.
2 Enter

cp /admin/Novell/Cluster/EventLog.xml /tmp/

cat /tmp/EventLog.xml
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This returns the log content in an XML format. For example:

<logEntrys>
<timeStamp> 5/12/2013 23:28:38</timeStamp>
<node>CG-03</node>
<clusterEvent>Joined at epoch 2</clusterEvents>
</logEntrys>

<logEntry>
<timeStamp> 5/12/2013 23:27:16</timeStamp>
<resource>Master IP Address_ Resource</resources>
<clusterEvent>Running on CG-0l</clusterEvent>
</logEntry>

<logEntry>
<timeStamp> 5/12/2013 23:27:15</timeStamp>
<node>CG-02</node>
<clusterEvent>Joined at epoch 1l</clusterEvent>
</logEntrys>

<logEntry>
<timeStamp> 5/12/2013 23:14:32</timeStamp>
<resource>Master IP Address_ Resource</resources>
<clusterEvent>Running on CG-0l</clusterEvent>
</logEntrys>

<logEntrys>
<timeStamp> 5/12/2013 23:14:19</timeStamp>
<resource>Master IP Address Resource</resourcex>
<clusterEvent>Loading on CG-0l</clusterEvents>
</logEntrys>

<logEntry>
<timeStamp> 5/12/2013 23:14:13</timeStamp>
<node>CG-01</node>
<clusterEvent>Joined at epoch 0</clusterEvents>
</logEntry>

10.8 Viewing Summaries of Failed or Incomplete
Events from the *.out Log Files

In OES 11 SP2 and later, you can use the DotOutParser utility (/opt /novell/ncs/bin/
dotoutparser.pl) print summaries of failed or incomplete events that have been recorded in a
specified /var/opt/novell/log/ncs/<resource names.<scripts.out log file. It also prints output
(if any) from any commands that failed or got stuck. It optionally includes line numbers, so you can
easily refer the summary output to the source lines in the *.out file. The higher the level of verbosity
you specify, the more information you get in the summary output. By default, it prints the entries with
plus (+) variable assignments. See Section A.5, “DotOutParser Utility,” on page 465.

1 Log in to the node as the root user.

2 Copy the /var/opt/novell/log/ncs/<resource names>.<scripts.out log files of interest to
a working location on the node.

3 At aterminal console, enter

/opt/novell/ncs/bin/dotoutparser.pl [-v|-vv|-vvv|-vvvv] /tmp/<resource names.<scripts>.out
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For example:

/opt/novell/ncs/bin/dotoutparser.pl -v /tmp/POOL 09 SERVER.load.out

Fri May 3 11:51:59 2013 (#1):
2: + exit on error nss /poolact=POOL_09
9: + return 0

10: + exit _on error ncpcon mount VOL_092=237

25: + return O

26: + exit on error ncpcon mount VOL 091=238

41: + return O

42: + exit_on_error add_secondary ipaddress 192.168.1.9

94: + return O

95: + exit_on_error ncpcon bind --ncpservername=CLUSTER1_POOL_ 09 SERVER --ipaddress=192.168.1.9
97: ++ ncpcon bind --ncpservername=CLUSTER1_POOL_09_SERVER --ipaddress=192.168.1.9
98: ... Executing " bind"

99:

100: Cannot bind server, failure reason = -632

101:

102: ... FAILED completion [elapsed time = 20 Seconds 2 msecs 671 usecs]

107: + exit 1

10.9 Generating a Cluster Configuration Report

A cluster configuration report can help you diagnose problems with the cluster nodes and resources.
The report contains the following information for the selected cluster:

Field Description

Cluster name The dot delimited distinguished name of the selected cluster (clustername.context).
Date The date and time the report was generated.

Cluster status Current Nodes

Quorum Triggers
List of resources (Name, State, Location, Lives, Up Since)

Cluster options Quorum Triggers (Number of nodes, Timeout)

Protocol Setting (Heartbeat, Tolerance, Master Watchdog, Slave Watchdog,
Maximum retransmits)

List of nodes (Name, State, Number, IP Address, and Distinguished Name)
Resource Mutual Exclusion Groups

Resource details Information listed (as it applies) by resource for the master IP address resource and
each of the cluster resources:

Policies (Follows masters, Ignore quorum, Start mode, Failover mode, Failback
mode, Assigned nodes)

Load script and timeout
Unload script and timeout
Monitor script

Protocols

Virtual server name

CIFS server name

IP address

Advertising protocols
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10.10

To generate a cluster configuration report:

1 IniManager, select Clusters > My Clusters.

2 In your personalized My Clusters list, select the check box next to the cluster you want to
manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Click Action > Run Report.

When you select Run Report, the generated report opens in a new window, instead of in the
child frame. This allows you to print and save the report from any web browser.

4 Use the scroll bar to view the report in the browser.
5 (Optional) Use the browser options to print the report.
6 (Optional) Save the report to a text file.

Because some of the output is scripted, you must copy and paste the report content instead of
using the browser’s File > Save as option.

6a Click the cursor in the browser window where the report results are displayed, press Ctrl+A
to select all, press Ctrl+C to copy the report to the clipboard.

6b In a text editor, open a new document, then press Ctrl+V to paste the report in the
document.

6¢c Save the report document.

Repairing a Cluster

Repair a NetWare Cluster: To repair a NetWare cluster,

1 IniManager, select Clusters > My Clusters.

2 In your personalized My Clusters list, select the check box next to the cluster you want to repair.

3 Select Action > Repair.
This option is useful if you are replacing an existing NetWare server. Install the NetWare operating
system and Novell Cluster services on the new server, and name server with the same name as the
old server. Choose the Repair option to automatically configure Novell Cluster Services on the

replacement server. You must manually copy the 1dncs.ncf and uldncs.ncf files from the
sys:\system directory to this node from another node in the cluster.

Repair an OES Linux Cluster: To repair an OES cluster,

1 IniManager, select Clusters > My Clusters.
2 In your personalized My Clusters list, select the check box next to the cluster you want to repair.
3 Select Action > Repair.

The Repair option is useful when you see a mismatch in the cluster resource list or the resource
priority list. The cluster repair will make the resource list consistent with the resource objects.

For example, if the cluster status command output is blank or the deleted resources are still listed, the
repair option will make the resource list match the resource objects. Resources will then be displayed
properly in CLI and iManager.

NCS logs the corresponding repair option messages in the /var/opt/novell/log/ncs/repair.log
file.
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10.11

10.11.1

10.11.2

Onlining and Offlining (Loading and Unloading)
Cluster Resources from a Cluster Node

After a cluster resource is enabled, the load and unload scripts take care of starting and stopping the
services or mounting and dismounting the volumes that are configured in the resource. You start
services and mount devices by onlining the resource. You stop services and unmount devices by
offlining the resource.

¢ Section 10.11.1, “Guidelines for Onlining and Offlining Resources,” on page 171

*

Section 10.11.2, “Using iManager to Online and Offline Resources,” on page 171

*

Section 10.11.3, “Using the Cluster Online Command,” on page 172

*

Section 10.11.4, “Using the Cluster Offline Command,” on page 172

*

Section 10.11.5, “Using the Cluster Migrate Command,” on page 172

Guidelines for Onlining and Offlining Resources

Onlining a resource runs the load script, which loads the resource on its primary preferred node, or on
an alternate preferred node if possible, according to the order in its Preferred Nodes list. No action is
taken if the preferred nodes are not active in the cluster, or if there are Resource Mutual Exclusion
conflicts on its active preferred nodes.

Offlining a resource runs the unload script and unloads the resource from the server. The resource
cannot be loaded on any other servers in the cluster and remains unloaded until you load it again.

If monitoring is enabled for a resource and you start, stop, or restart services outside the cluster
framework while the cluster resource is online, a monitoring failure occurs, which triggers a failover of
the cluster resource.

If you edit the scripts for a resource that is online, the changes you made do not take effect until the
resource is taken offline and brought online again.

If a resource is in a comatose state, you must take the resource offline before it can be brought online
again.

There are maintenance situations where you might need to control services by using the standard
interfaces. In these rare cases, you must first offline the cluster resource, then use non-cluster
methods to start and stop a service or mount and dismount a volume outside the cluster framework.
When you are done, online the cluster resource to resume normal cluster handling.

Using iManager to Online and Offline Resources

1 In iManager, select Clusters > My Clusters.
2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 On the Cluster Manager page, select the check box next to the resource you want to manage,
then click Online or click Offline.
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10.11.3

10.11.4

10.11.5

10.12

Using the Cluster Online Command

To bring a resource online on its most preferred node that is currently active:
1 Asthe root user, enter the following at the command prompt of a cluster node:
cluster online resource name
To bring a resource online on a specific active node:
1 As the root user, enter the following at the command prompt of a cluster node:

cluster online resource name node_name

Using the Cluster Offline Command

To take a resource offline:
1 As the root user, enter the following at the command prompt of a cluster node:

cluster offline resource name

Using the Cluster Migrate Command

The cluster migrate command can be used to move a specified resource from the node where it is
currently running to a another node. If a node name is not provided, the resource is brought online
according to its Preferred Nodes list if it is possible. You can alternatively specify a destination node
from its Preferred Nodes list that is running in the cluster. It migrates the resource to the specified
node if it is possible. No action is taken if the specified node is not in the resource’s preferred nodes
list, there is a Resource Mutual Exclusion conflict on the specified node, or the specified node is not
currently active in the cluster.

1 As the root user, enter the following at the command prompt of a cluster node:

cluster migrate resource name [node name]

Cluster Migrating Resources to Different Nodes

You can migrate cluster resources to different servers in your cluster without waiting for a failure to
occur. You might want to migrate resources to lessen the load on a specific server, to free up a server
so it can be brought down for scheduled maintenance, or to increase the performance of the resource
or application by putting it on a faster machine. The node you choose must be in the resource’s
preferred nodes list and available to run the resource.

Migrating resources lets you balance the load and evenly distribute applications among the servers in
your cluster.

Using iManager

1 IniManager, select Clusters > My Clusters.
2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.
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3 On the Cluster Manager page, select the check box next to the resource you want to cluster
migrate, then click Migrate.

A page appears, displaying a list of possible servers that you can migrate this resource to.

4 Select a server from the list to migrate the resource to, then click OK to migrate the resource to
the selected server.

Using Console Commands

1 As the root user, enter the following at the command prompt of a cluster node:
cluster migrate <resource name> {<node name> | -list | -most | -next}

Migrates the specified resource from the node where it is currently running to the node you
specify in the command. The node you migrate the resource to must be running in the cluster
and also be in the resource’s Preferred Nodes list.

Options
<node name>

Migrates the resource to the specified node if possible. No action is taken if the specified
node is not in the resource’s preferred nodes list, there is a Resource Mutual Exclusion
conflict on the specified node, or the specified node is not currently active in the cluster.

-1, -1list
Shows the preferred nodes list for the specified resource.
-m, -most

Migrates the specified resource to the most preferred node currently in the cluster. If the
resource is running on such a node, no action is taken.

-n, -next

Migrates the resource to the node in the preferred node list that is next in order to the node
where the resource is currently running. If there is no next node or all such nodes are not in
the cluster currently, it searches from the beginning of the resource’s preferred nodes list.
No action is taken if a new destination could not be determined after the search is
exhausted.

Examples

Move res1 from the current node to node2 in the resource’s preferred nodes list. The resource is
migrated only if there are no Resource Mutual Exclusion conflicts on the target node.

cluster migrate resl node2
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List the preferred nodes for resource AUTO_POOL 14 SERVER.

cluster migrate AUTO POOL 14 SERVER -1

Preferred nodes for resource ‘AUTO_ POOL 14 SERVER'
CG-06
CG-05
CG-04
CG-03
CG-02
CG-01
CG-08
CG-07

Status for Resource: AUTO POOL_14 SERVER
Running on CG-05 Lives: 65
Revision: 5

10.13 Removing (Leaving) a Node from the Cluster

When a node leaves a cluster, the node is no longer visible to the other nodes in the cluster. You
might want a node to leave the cluster to perform maintenance on the server, or to upgrade the server
during a rolling cluster upgrade.

+ Section 10.13.1, “Removing One Node at a Time,” on page 174

+ Section 10.13.2, “Removing All Nodes at the Same Time (Taking the Cluster Down),” on
page 174

10.13.1 Removing One Node at a Time

The cluster leave command allows you to remove a node from a cluster so that the node is not
visible to other servers in the cluster.

1 Login as the root user on the node in the cluster that you want to remove, then enter the
following at a command prompt:

cluster leave
After the node has successfully left the cluster, the following message is displayed:

No longer a member of cluster cluster name

10.13.2 Removing All Nodes at the Same Time (Taking the Cluster
Down)

The cluster down command removes all cluster nodes from the cluster. This command has the
same effect as executing the cluster leave command on every server in the cluster. You are
prompted to confirm the cluster down.

1 Login as the root user on any node in the cluster, then enter the following at a command
prompt:

cluster down

2 When you are prompted to confirm the cluster down command, specify Yes, then press Enter.
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10.14

10.15

Joining a Node to the Cluster (Rejoining a Cluster)

The cluster join command allows you to add a node back to the cluster so that the node is again
visible to other servers in the cluster.

While the node is not active in the cluster, any changes in storage objects are not updated
automatically for the node. For example, the following storage object changes are automatically
updated only for nodes that are currently active in the cluster:

+ Creating, deleting, or expanding a clustered NSS pool

+ Creating, deleting, or expanding a clustered LVM volume group

+ Adding or removing segments in an NSS software RAID (that is used by a clustered NSS pool)

+ Creating, mirroring, or re-creating an SBD patrtition

+ Creating or deleting shared partitions

If Novell Cluster Services is configured to autostart when a server is restarted, a node that has left the
cluster automatically rejoins the cluster on reboot. A server restart automatically rescans devices,
rescans storage objects, and remaps multipath devices. Thus, if you reboot a node that has left the
cluster, a node automatically recognizes any storage object changes made while the node was not
active in the cluster.

To rejoin a cluster without rebooting the server:

1 Login as the root user on the server that you want to join the cluster, then enter the following at
a command prompt:

cluster join

2 (Storage object changes) If you modified shared storage objects while the node was not active in
the cluster, you must rescan the storage objects in order for the node to recognize these
changes:

2a Log in to the node as the root user and open a terminal console.
2b Scan for storage object changes. At the command prompt, enter

nlvm rescan

Shutting Down Novell Cluster Services When
Servicing Shared Storage

If you need to power down or recycle your shared storage system (such as when you apply firmware
changes to a SAN), you should shut down Novell Cluster Services prior to doing so. One way to do

this is to use the cluster down command on any of the nodes in the cluster. You are prompted to
confirm the cluster down.
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10.16 Enabling or Disabling Cluster Maintenance Mode

Cluster maintenance mode lets you temporarily suspend the cluster heartbeat while hardware

maintenance is being performed. This is useful if you want to reset or power down the LAN switch
without bringing down cluster servers.

Enabling the cluster maintenance mode from one cluster node puts the entire cluster in maintenance
mode.

1 Log in as the root user to a node in the cluster, then enter the following at a command prompt:

cluster maintenance on

If the master server in the cluster is up, disabling the cluster maintenance mode from one cluster
node brings the entire cluster out of maintenance mode. If the master server in the cluster goes down
while the cluster is in cluster maintenance mode, you must disable cluster maintenance mode on all
remaining cluster nodes in order to bring the cluster out of maintenance mode.

1 Log in as the root user to a node in the cluster, then enter the following at a command prompt:

cluster maintenance off

10.17 Viewing the Cluster Node Properties

You can view the cluster node number and IP address of the selected node as well as the
distinguished name of the Linux Server object.

1 IniManager, select Clusters > My Clusters.
2 Click the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select Cluster Options.

4 Select the check box next to the cluster node whose properties you want to view, then click the

Details link.

My Clusters = clusi.ncs.novell = avalon

4 avalon [#
View the general properties of this cluster node.

Distinguished Name: avalon

Node Number: 4]

IP Address: 10.10.10.37

oK

5 View the node information:
+ Distinguished Name: The distinguished name of the Server object.
+ Node Number: The cluster node number.
+ |P Address: The IP address of the server.

6 Click OK to return to the Cluster Options page.
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10.18

10.18.1

Creating or Deleting Cluster SBD Partitions

If a single node (or group of nodes) somehow becomes isolated from other nodes, a condition called
split brain results. Each side believes the other has failed, and forms its own cluster view that
excludes the nodes it cannot see. Neither side is aware of the existence of the other. If the split brain
is allowed to persist, each cluster will fail over the resources of the other. Since both clusters retain
access to shared disks, corruption will occur when both clusters mount the same volumes.

Novell Cluster Services provides a split-brain detector (SBD) function to detect a split-brain condition
and resolve it, thus preventing resources from being loaded concurrently on multiple nodes. The SBD
partition contains information about the cluster, nodes, and resources that helps to resolve the split
brain condition.

Novell Cluster Services requires an SBD partition for a cluster if its nodes use physically shared
storage. Typically, you create the SBD when you configure the cluster on the first node. You can
alternatively configure an SBD for the cluster after you configure the first node, but before you
configure Novell Cluster Services on the second node of the cluster. You might also need to delete
and re-create an SBD partition if the SBD becomes corrupted or its device fails.

An SBD must exist and the cluster must be enabled for shared disk access before you attempt to
create shared storage objects in a cluster, such as pools and volumes. Novell Linux Volume Manager
(NLVM) and other NSS management tools need the SBD to detect if a node is a member of the
cluster and to get exclusive locks on physically shared storage.

This section describes how to use the Novell Cluster Services SBD Ultility (sbdutil) to create and
delete SBD partitions.
¢ Section 10.18.1, “Requirements and Guidelines for Creating an SBD Patrtition,” on page 177
+ Section 10.18.2, “Before You Create a Cluster SBD Partition,” on page 179
¢ Section 10.18.3, “Creating a Non-Mirrored Cluster SBD Partition with SBDUTIL,” on page 180
+ Section 10.18.4, “Mirroring an Existing SBD Partition with NSSMU,” on page 183
+ Section 10.18.5, “Creating a Mirrored Cluster SBD Partition with SBDUTIL,” on page 187
+ Section 10.18.6, “Removing a Segment from a Mirrored Cluster SBD Partition,” on page 190
¢ Section 10.18.7, “Deleting a Non-Mirrored Cluster SBD Partition,” on page 192
+ Section 10.18.8, “Deleting a Mirrored Cluster SBD,” on page 193
+ Section 10.18.9, “Additional Information about SBD Partitions,” on page 194

Requirements and Guidelines for Creating an SBD Partition

Consider the requirements and guidelines in this section when you create a Novell Cluster Services
SBD (split-brain detector) partition for an existing cluster.

IMPORTANT: Check to see if a cluster SBD patrtition already exists before you create a new one.
See Section 10.18.2, “Before You Create a Cluster SBD Partition,” on page 179.

+ “Preparing Novell Cluster Services” on page 178

+ “Using a Shared Disk System” on page 178

+ “Preparing a SAN Device for the SBD” on page 178

+ “Initializing and Sharing a Device for the SBD” on page 178
+ “Working with NLVM Commands in a Cluster” on page 178
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178

+ “Determining the SBD Partition Size” on page 179
+ “Replacing an Existing SBD Partition” on page 179

Preparing Novell Cluster Services

Before you create an SBD patrtition for an existing cluster, you must take the cluster down and stop
Novell Cluster Services software on all nodes. Do not restart Novell Cluster Services and rejoin nodes
to the cluster until after you create the new SBD and configure the Shared Disks flag attribute for the
Cluster object.

You can mirror an existing SBD while the cluster is up and running.

Using a Shared Disk System

You must have a shared disk system (such as a Fibre Channel SAN or an iSCSI SAN) connected to
your cluster nodes before you create a split-brain-detector (SBD) partition. See Section 4.8, “Shared
Disk Configuration Requirements,” on page 54 for more information.

Preparing a SAN Device for the SBD

Use the SAN storage array software to carve a LUN to use exclusively for the SBD partition. The
device should have at least 20 MB of free available space. Connect the LUN device to all nodes in the
cluster.

For device fault tolerance, you can mirror the SBD partition. Use the SAN storage array software to
carve a second LUN of the same size to use as the mirror. Connect the LUN device to all nodes in the
cluster.

The device you use to create the SBD partition must not be a software RAID device. A hardware
RAID configured in a SAN array is seen as a regular device by the server.

If you attach new devices to the server while it is running, you should scan for new devices on each
cluster node to ensure that the devices are recognized by all nodes. Log in as the root user, launch a
terminal console, then enter

nlvm -s rescan

Initializing and Sharing a Device for the SBD

Before you use sbdutil to create an SBD, you must initialize each of the SAN devices that you
created for the SBD and mark each device as Shareable for Clustering. When you mark the device as
Shareable for Clustering, share information is added to the disk in a free-space partition that is about
4 MB in size. This space becomes part of the SBD partition.

When the cluster is down and Novell Cluster Services is stopped, you can use NSSMU, the Storage
plug-in for iManager, the n1vm init command, or an NSS utility called ncsinit to initialize a device
and set it to a shared state. To minimize the risk of possible corruption, you are responsible for
ensuring that you have exclusive access to the shared storage at this time.

Working with NLVM Commands in a Cluster

If you have physically shared storage and the SBD does not exist, NSS management tools cannot
detect if the node is a member of the cluster and cannot get exclusive locks to the physically shared
storage. In this state, you can use the -s NLVM option with NLVM commands to override the shared

OES 2015 SP1: Novell Cluster Services for Linux Administration Guide



10.18.2

locking requirement and force NLVM to execute the commands. To minimize the risk of possible
corruption, you are responsible for ensuring that you have exclusive access to the shared storage at
this time.

Determining the SBD Partition Size

You use the size option with the SBD Ultility to specify the desired size of the SBD partition. You can
specify how much free space to use for the SBD, or you can specify the -1 option to use the entire
device (the maximum size). If you specify a device to use as a mirror, the same amount of space is
used. If you specify to use the maximum size and the mirror device is bigger than the SBD device,
you will not be able to use the excess free space on the mirror for other purposes.

Because an SBD partition ends on a cylinder boundary, the partition size might be slightly smaller
than the size you specify. When you use an entire device for the SBD patrtition, you can use the -1
option as the size, and let the software determine the size of the partition.

Replacing an Existing SBD Partition

To replace an existing SBD patrtition, you must first delete the old SBD partition, and then create the
new one. To reuse the SBD patrtition’s device, you must remove the SBD patrtition, then re-initialize
and share the device.

You must take the cluster down and stop Novell Cluster Services on all nodes before you delete the
existing SBD partition. Do not restart Novell Cluster Services and rejoin nodes to the cluster until after
you create the new SBD.

Before You Create a Cluster SBD Partition

Before you create a Novell Cluster Services SBD partition, you should ensure that an SBD does not
already exist on your cluster. The new SBD partition is not recognized until the old partition is deleted.
1 Login as the root user to any node in the cluster, and launch a terminal console.

2 At the command prompt, enter
sbdutil -£f

The -£ option tells you whether an SBD partition exists for the cluster, and identifies the SAN
device where the SBD patrtition is located. It returns NotFound if the SBD partition does not exist.

3 If an SBD partition already exists, use one of the following methods to delete the existing SBD
partition before attempting to create another one:

+ Section 10.18.7, “Deleting a Non-Mirrored Cluster SBD Partition,” on page 192
+ Section 10.18.8, “Deleting a Mirrored Cluster SBD,” on page 193
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Creating a Non-Mirrored Cluster SBD Partition with
SBDUTIL

If you did not create a cluster SBD partition during the Novell Cluster Services installation on the first
node of the cluster, you can create it later by using the SBDUTIL utility (/opt/novell/ncs/bin/
sbdutil). You might also need to delete and re-create an SBD partition if the SBD becomes
corrupted or its device fails. See the man page for sbdutil for more information on how to use it.

If a cluster partition does not exist, create one by using the SBDUTIL:

1 Ensure that nobody else is changing any storage on any nodes at this time.

Until the SBD exists and the cluster is set up for shared disk access, you are responsible for
ensuring that you have exclusive access to the shared storage.

Take the cluster down:
2a Log in to any node in the cluster as the root user, then open a terminal console.
2b At the command prompt, enter

cluster down

On each cluster node, stop Novell Cluster Services:
3a Log in to the cluster node as the root user, then open a terminal console.
3b At the command prompt, enter

rcnovell-ncs stop

3c After you have stopped Novell Cluster Services on all nodes, continue with the next step.
Prepare a SAN device to use for the SBD partition:

4a Use the SAN storage array software to carve a device to use exclusively for the SBD
partition.

4b Attach the device to all nodes in the cluster.
4c On each node, log in as the root user and rescan for devices:

nlvm -s rescan

Use the -s NLVM option to override the shared locking requirement and force the command
to execute.

Log in to any node in the cluster as the root user, then open a terminal console.

View a list of the devices and identify the leaf node name (such as sdc) of the SAN device that
you want to use for the SBD partition. At the command prompt, enter

nlvm -s list devices

Use the -s NLVM option to override the shared locking requirement and force the command to
execute.

The device information shows the leaf node name, the size, the amount of free available space,
the partitioning format (such as MSDOS or GPT), the shared state (whether it is marked as
Shareable for Clustering), and the RAID state (whether the device is an NSS software RAID
device). Do not use an NSS software RAID for the device.

For example, an uninitialized device reports a format of None and a shared state of No:

sdc size=102.00MB free=0KB format=None shared=No RAID=No
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7 Initialize and share the device. At the command prompt, enter

nlvm -s init <device name> format=msdos shared

WARNING: Initializing a device destroys all data on the device.

Replace device_name with the leaf node name (such as sdc) of the SAN device you want to use
as the SBD partition.

Specify a partitioning format of msdos.
Specify the shared option to mark the device as Shareable for Clustering.

Use the -s NLVM option to override the shared locking requirement and force the command to
execute.

You can list the devices to visually verify that the device is formatted and shared:
nlvm -s list devices
For example, the formatted device sdc reports a format of Mspos and a shared state of ves:
sdc size=102.00MB free=101.98MB format=MSDOS shared=Yes RAID=No
8 As the root user, enter the following at the command prompt:
sbdutil -c¢ -n <cluster name> -d <device name> -s <size>

For the -n option, replace cluster_name with the name of the cluster, such as clusterl. This
name must match the name of an existing cluster that has a Cluster object in eDirectory. The
name is case sensitive.

For the -d option, replace device_name with the leaf node name of the device where you want to
create the cluster partition, such as sdc.

For the -s option, use one of the following methods for specifying the size of the SBD patrtition.
For information about size requirements, see “Preparing a SAN Device for the SBD” on
page 178.

+ Specify a value: Replace size with the size (in MB) to use for the SBD patrtition.

For example, the following command creates the /dev/nss/myclusterl.sbd partition with
a size of 200 MB:

sbdutil -c¢ -n myclusterl -d sdc -s 200

+ Specify -1: You can specify the size as -1 to use all free space on the device. This option
allows Novell Cluster Services to use a whole disk/LUN (or LUNS) that you set aside for
SBD.

For example, the following command creates the /dev/nss/cl1.sbd partition on the CX4-
LUNOOO device, and uses the entire device:

sbdutil -c¢ -n cll -d CX4-LUNOOO -s -1

+ Use default size: If the -s option is not used, the default size is 8 MB.

For example, the following command creates the /dev/nss/cl2.sbd partition on the sdd
device with the default size of 8 MB:

sbdutil -c¢ -n cl2 -d sdd
9 On each node, log in as the root user and rescan for devices:

nlvm -s rescan
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Use the -s NLVM option to override the shared locking requirement and force the command to
execute.

10 (Optional) You can use the sbdutil -f -s command to view the path of the SBD patrtition.
11 Modify the Cluster object in eDirectory to enable its NCS: Shared Disk Flag attribute.

This step is required only if the cluster has never had an SBD partition. However, it does no harm
to verify that the NCS: Shared Disk Flag attribute is enabled.

11a In a web browser, open iManager, then log in to the eDirectory tree that contains the cluster
you want to manage.

IMPORTANT: Log in as an administrator user who has sufficient rights in eDirectory to
delete and modify eDirectory objects.

11b Select Directory Administration, then select Modify Object.

11c Browse to locate and select the Cluster object of the cluster you want to manage, then click
OK.

11d Under Valued Attributes, select the NCS: Shared Disk Flag, then click Edit.

Modify Object: Jeclusternovell

1lle Select (enable) the NCS: Shared Disk Flag check box, then click OK.

General

Valued Attributes Unvalued Attributes
GUID [_] ACL
modifiersMame Audit:File Link
MNECS:CRM Quorum Cerificate Walidity Interval
NCS:CRM Quorum Timeourt Crozs Cerificate Pair
MNECS:CRM Resource Priority Dir=ML-Associations
NCS:.Email Addresses Equivalert To Me
NCS:Email Fitter Last Referenced Time
NCS:GIPC Heartbeat maswAuthorized Range
NCS: GIPC Master Watchdog masvDefault Range
NCS:GIPC Max Retransmits masvProposedlabel
NCS:GIPC Slave Watchdog NCS:CRM HMO Setting
NCS:GIPC Telerance MNCS:CRM Load Script
NCS:Network Address NCS:CRM Load Timeout
MNES:Port Number MNECS:CRM Unload Script
NS Revision NCS:CRM Unload Timeout
NE 5. 5hared Disk Flag NCS: GIPC Config
MNetwork Address NCS:Node Izolation Scrigt
Ohject Class Cther GUID
Revizion rbeAssignedRoles
Uzed By ~ rbzAssignedRoles2 E]

............. e Delete |
oK | Cancel | Apply Refresh |

Edit Attribute

NCS:Shared Disk Flag

)

11f Click Apply to save changes.
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12 On each cluster node, start Novell Cluster Services:
12a Log in to the cluster node as the root user, then open a terminal console.
12b At the command prompt, enter

rcnovell-ncs start
12c After you have restarted Novell Cluster Services on all nodes, continue with the next step.
13 On each cluster node, join the cluster. At the command prompt, enter
cluster join

14 (Optional) Continue with Section 10.18.4, “Mirroring an Existing SBD Partition with NSSMU,” on
page 183.

10.184 Mirroring an Existing SBD Partition with NSSMU

You can mirror an existing Novell Cluster Services SBD partition to provide device fault tolerance. It is
not necessary to take the cluster down or stop the cluster software.

This section describes how to use NSSMU to mirror the SBD partition. For information about using
Novell Linux Volume Manager (NLVM) commands to mirror an SBD, see “Mirroring an Existing SBD
Partition with NLVM” in the OES 2015 SP1: NLVM Reference.

1 Prepare a SAN device to use as the mirror segment for the SBD patrtition:

la Use the SAN storage array software to carve a device that is at least the size of the existing
SBD partition’s device.

1b Attach the device to all nodes in the cluster.
1c On each node, log in as the root user and rescan for devices:

nlvm rescan

2 Initialize and mark the device as Shareable for Clustering:
2a Log in to any node of the cluster as the root user, then open a terminal console.
2b Launch NSSMU:

nssmu

2c In the NSSMU Main Menu, select Devices and press Enter.

Main Manu

SRCE v Ces
15

2d Inthe Devices list, select the device that you want to use for the SBD mirror, press F3 to
initialize the device, then press y (Yes) to confirm and continue.

WARNING: Initializing a device destroys all of the data on it.
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F3=Imt F5=Refresh F&=Share SPACE=Select/Unselect FB=More

2e Select the DOS partitioning scheme for the device, then press Enter.
DOS supports devices up to 2 TB in size. GPT supports devices of any size.

alect Partit 1nag Scheme

« 5 (2TB daviece size limit)

Wait for the page to refresh before continuing.
2f Press F6 to mark the device as shareable for clustering.
The Shareable for Clustering value changes from No to Yes.

F3=Imt F5=Refresh F&=Unshare SPACE=Select/Unselect

2g Press Esc to return to the NSSMU Main Menu.
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3 In NSSMU, mirror the SBD partition:
3a Select Partitions from the NSSMU Main Menu.

3b From the list of partitions, select the SBD partition that you want to mirror. The partition is
named the same as the cluster with an . sbd extension, such as clusi.sbd.

Ins=Create Del=Delete F3=Mirror F5=Refresh F6=Label ENTER=Volume ESC=Frev Menu

3c Press F3 to open the dialog to create the RAID1 mirror.
3d Type the cluster name (such as clus1) for the RAID, then press Enter.

This is the same name as the SBD patrtition but without the . sbd extension.

3e From the list of available devices, select a device to use as the second segment of the
mirror, then press the space bar to choose it.

3 sdcl.nwfreespacel 101.98 MB
sddl.nwfreespacel 511.98 MB

When the device is selected, the asterisk next to the device stays there even if you move
the cursor up and down in the list.

3f Press F3 again to accept your selection and create the mirror.
3g In the confirmation message, press y (Yes) to approve the RAID1 creation.

The SBD partitions are renamed with the partition name, and now have the extension of
.msbdo (mirrored SBD partition 0) and .msbd2 (mirrored SBD patrtition 1).

For example, for a cluster named clus1, the mirrored SBD partitions are clus1.msbdo and
clusl.msbdl.
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sdc
clusl.msbdl

Ins=Create Del=Delete F3=Mirror FS=Refresh F&é=Label ENTER=Volume ESC=Frev Menu

3h Press Esc to return to the NSSMU Main Menu.
4 In NSSMU, verify that the RAID1 device was created for the SBD:
4a Select RAID Devices from the NSSMU Main Menu.

4b Select the RAID1 device that you created to view details about the mirrored SBD device
(such as clusi.sbd).

Devices

s

Ins=Create Del=Delete F3=Expand FE=Restrips ER=S=gments

4c View the RAID Status to ensure that synchronization has begun.
Synchronization is complete when the status is Synchronized.
5 Press Esc twice to exit NSSMU.

OES 2015 SP1: Novell Cluster Services for Linux Administration Guide



10.18.5

Creating a Mirrored Cluster SBD Partition with SBDUTIL

You can create a mirrored Novell Cluster Services SBD partition to provide device fault tolerance for
the SBD. You must take the cluster down and stop the cluster software.

Use the procedure in this section to create a new mirrored SBD partition by using the sbdutil utility.
For information about using Novell Linux Volume Manager (NLVM) commands to create a new
mirrored SBD partition, see “Creating a Mirrored SBD Partition with NLVM” in the OES 2015 SP1:
NLVM Reference.

1 Ensure that nobody else is changing any storage on any nodes at this time.

Until the SBD exists and the cluster is set up for shared disk access, you are responsible for
ensuring that you have exclusive access to the shared storage.

2 Take the cluster down:
2a Log in to any node in the cluster as the root user, then open a terminal console.
2b At the command prompt, enter

cluster down

3 On each cluster node, stop Novell Cluster Services:
3a Log in to the cluster node as the root user, then open a terminal console.
3b At the command prompt, enter

rcnovell-ncs stop

3c After you have stopped Novell Cluster Services on all nodes, continue with the next step.
4 Prepare two SAN devices to use for the SBD patrtition:

4a Use the SAN storage array software to carve two devices of equal size to use exclusively
for the mirrored SBD partition.

4b Attach the devices to all nodes in the cluster.
4c On each node, log in as the root user and rescan for devices:

nlvm -s rescan

Use the -s NLVM option to override the shared locking requirement and force the command
to execute.

5 Log in to any node in the cluster as the root user, then open a terminal console.
6 View a list of the devices and identify the leaf node name (such as sdc) of the two SAN devices
that you want to use for the mirrored SBD partition. At the command prompt, enter

nlvm -s list devices

Use the -s NLVM option to override the shared locking requirement and force the command to
execute.

The device information shows the leaf node name, the size, the amount of free available space,
the partitioning format (such as MSDOS or GPT), the shared state (whether it is marked as
Shareable for Clustering), and the RAID state (whether the device is an NSS software RAID
device). Do not use an NSS software RAID for the device.

For example, uninitialized devices report a format of None and a shared state of No:

sdc size=102.00MB free=0KB format=None shared=No RAID=No
sdd size=102.00MB free=0KB format=None shared=No RAID=No
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7 Initialize and share the two devices. At the command prompt, enter

nlvm -s init <device namels>,<device name2> format=msdos shared

WARNING: Initializing a device destroys all data on the device.

Replace device_namel and device_name2 with the leaf node names (such as sdc and sdd) of
the two SAN devices you want to use for the mirrored SBD partition.

Specify a partitioning format of msdos.
Specify the shared option to mark the devices as Shareable for Clustering.

Use the -s NLVM option to override the shared locking requirement and force the command to
execute.

For example, to initialize devices sdc and sdd, enter

nlvm -s init sdc,sdd format=msdos shared

You can list the devices to visually verify that the device is formatted and shared:
nlvm -s list devices

For example, the formatted devices sdc and sdd report a format of MsDos and a shared state of
Yes:

sdc size=102.00MB free=101.98MB format=MSDOS shared=Yes RAID=No
sdd size=102.00MB free=101.98MB format=MSDOS shared=Yes RAID=No

Create a mirrored SBD patrtition. At the command prompt, enter
sbdutil -c -n <cluster name> -d <device namel> -d <device name2> -s <size>

Replace cluster_name with the name of the cluster, such as clusteri. This name must match
the name of an existing cluster that has a Cluster object in eDirectory. The name is case
sensitive.

Replace device_namel and device_name?2 with the leaf node names (such as sdc and sdd) of
the two SAN devices you want to use for the mirrored SBD partition. The clusterl.msbdo
mirrored SBD partition is created on the first device option instance in the command. The
clusterl.msbdl mirrored SBD partition is created on the second device option instance in the
command.

For the -s option, replace size with the size (in MB) to use for each of the SBD RAID1 segments.
Specify the size only once. Both devices should be the same size, but if they are not, the size of
the RAID segments is determined by the size of the smaller device. Use one of the following
methods for specifying the size of the SBD partition. For information about size requirements,
see “Preparing a SAN Device for the SBD” on page 178.

+ Specify a value: Replace size with the size (in MB) to use for the SBD partition.

For example, the following command creates the c11.sbd mirrored RAID device and the
cll.msbd0 and cl1.msbd1l partitions. Each segments is up to 1020 MB in size, depending
on where the last cylinder boundary lies.

sbdutil -c¢ -n cll -d CX4-LUNO0O0OO -d CX4-LUNOO1l -s 1020

+ Specify -1: You can specify the size as -1 to use all free space on the device. This option
allows Novell Cluster Services to use a whole disk/LUN (or LUNSs) that you set aside for
SBD.
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For example, the following command uses devices sdc and sdd to create the
clusterl.sbd mirrored RAID device and the SBD mirrored partitions clusterl.msbdo and
clusterl.msbdl. It uses all available free space on the smaller device as the segment size.

sbdutil -c¢ -n clusterl -d sdc -d sdd -s -1

+ Use default size: If the -s option is not used, the default size is 8 MB.
On each node, log in as the root user and rescan for devices:
nlvm -s rescan
Use the -s NLVM option to override the shared locking requirement and force the command to
execute.

(Optional) You can use the sbdutil -f -s command to verify the path and name of the SBD
RAID device.

You can also use NSSMU, the Storage plug-in to iManager, or the nlvm -s list partitions
command to view the partitions used by the RAID device.

Modify the Cluster object in eDirectory to enable its NCS: Shared Disk Flag attribute.

This step is required only if the cluster has never had an SBD partition. However, it does no harm
to verify that the NCS: Shared Disk Flag attribute is enabled.

11a In a web browser, open iManager, then log in to the eDirectory tree that contains the cluster
you want to manage.

IMPORTANT: Log in as an administrator user who has sufficient rights in eDirectory to
delete and modify eDirectory objects.

11b Select Directory Administration, then select Modify Object.

11c Browse to locate and select the Cluster object of the cluster you want to manage, then click
OK.
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11d Under Valued Attributes, select the NCS: Shared Disk Flag, then click Edit.

General

Valued Attributes Unvalued Attributes
GUID [~] ACL
modifiersName Avdit:File Link
NCS:CRM Quorum Certificate VWalidity Interval
MNECS:CRM Quorum Timeourt Cross Cerificate Pair
NCS:CRM Resource Priority Dir¥ML-Aszociations
MNES:Email Addresses Equivalent To Me
M S:Email Fitter Last Referenced Time
NCS.GIPC Heartheat masvAuthorized Range
NCS:GIPC Master Watchdog masvDefault Range
NCS:GIPC Max Retransmits masvProposedLabel
NECS:GIPC Slave Watchdog MNECS:CRM HMO Setting
NCS:GIPC Tolerance NCS:CRM Load Script
MNCS:Network Address NCS:CRM Load Timeout
NCS:Port Number NCS:CRM Unload Script
NC5:Revision NCS:CRM Unload Timeout
H[S Shared Dizk Flag MNCS:GIPC Config
Network Address NCS:Node Isolation Script
Ohject Class Other GUID
Revision rbsAssignedRoles
Used By & rbsAssignedRoles2 [E]

N " T Delete |
OK | Cancel | Apply Refresh |

1le Select (enable) the NCS: Shared Disk Flag check box, then click OK.

Edit Attribute

NCS:Shared Disk Flag

(]

11f Click Apply to save changes.

12 On each cluster node, start Novell Cluster Services:
12a Log in to the cluster node as the root user, then open a terminal console.
12b At the command prompt, enter

rcnovell-ncs start

12c After you have restarted Novell Cluster Services on all nodes, continue with the next step.
13 On each cluster node, join the cluster. At the command prompt, enter

cluster join

10.18.6 Removing a Segment from a Mirrored Cluster SBD Partition

You can remove a segment from a mirrored cluster SBD partition and keep the remaining SBD
partition. The software RAID definition remains, so if you delete the remaining partition later, you must
delete the software RAID instead of simply deleting the partition as with a stand-alone SBD partition.
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IMPORTANT: You can use NLVM commands to completely unmirror the SBD RAID1 device, and
keep the SBD patrtition. See “Unmirroring a Mirrored SBD Partition with NLVM” in the OES 2015 SP1:
NLVM Reference.

You can specify which segment to keep when you use NSSMU to remove a segment from a software
RAID 1 (mirror) device.

1 Log into any node as the root user, then launch a terminal console.
2 At the command prompt, enter

cluster maintenance on

This causes all cluster servers to enter maintenance mode.
3 Remove a segment from the SBD RAID1 device.
3a Launch NSSMU:

nssmu

3b In the NSSMU Main Menu, select RAID Devices.
3c Select the software RAID1 device for the cluster SBD that you want to manage.
3d Press Enter to show its member segments.

Dal=Remove Segment from RAID ESC=Prev Menu

3e Select the member segment you want to delete, press Delete to remove the RAID segment,
then press y (Yes) to confirm the removal.

3f Press Esc to return to the Software RAIDs page.

The RAID definition remains for the remaining segment of the mirrored SBD partition. The
SBD RAID1 reports that it has one segment.
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Ins=Create Del=Delete FI=Expand FB=Restripe BENTER=Segmants

3g Press Esc twice to exit NSSMU.
4 At the terminal console of one cluster server, enter

cluster maintenance off

This causes all cluster servers to return to normal mode.

10.18.7 Deleting a Non-Mirrored Cluster SBD Partition

You might need to delete and re-create a Novell Cluster Services SBD patrtition if the SBD becomes
corrupted or its device fails. Use the procedure in this section to delete the SBD patrtition, then create
a new SBD partition as described in Section 10.18.3, “Creating a Non-Mirrored Cluster SBD Partition
with SBDUTIL,” on page 180 or Section 10.18.5, “Creating a Mirrored Cluster SBD Partition with
SBDUTIL,” on page 187.

IMPORTANT: You must take the cluster down and stop Novell Cluster Services on all nodes before
you delete the existing SBD patrtition. Do not restart Novell Cluster Services and rejoin nodes to the
cluster until after you create a new SBD.

1 Ensure that nobody else is changing any storage on any nodes at this time.

Until the SBD exists and the cluster is set up for shared disk access, you are responsible for
ensuring that you have exclusive access to the shared storage.

2 Take the cluster down:
2a Log in to any node in the cluster as the root user, then open a terminal console.
2b At the command prompt, enter

cluster down

3 On each cluster node, stop Novell Cluster Services:
3a Log in to the cluster node as the root user, then open a terminal console.
3b At the command prompt, enter

rcnovell-ncs stop

3c After you have stopped Novell Cluster Services on all nodes, continue with the next step.
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4 Delete the SBD partition.
4a Log in to any node in the cluster as the root user, then launch a terminal console.
4b Launch NSSMU:

nssmu

4c In the NSSMU Main Menu, select Partitions.
4d Select the SBD partition you want to delete, such as clusi.sbd.
4e Press Delete to delete the partition, then press y (Yes) to confirm the deletion.
4f Press Esc twice to exit NSSMU.
5 Use one of the following methods to create a new SBD partition:

+ Section 10.18.3, “Creating a Non-Mirrored Cluster SBD Partition with SBDUTIL,” on
page 180

¢ Section 10.18.5, “Creating a Mirrored Cluster SBD Partition with SBDUTIL,” on page 187

Do not restart Novell Cluster services and rejoin nodes to the cluster until after you create the
new SBD.

10.18.8 Deleting a Mirrored Cluster SBD

You might need to delete and re-create a Novell Cluster Services SBD partition if the SBD becomes
corrupted or its device fails. Use the procedure in this section to delete a mirrored SBD partition, then
create a new SBD partition as described in Section 10.18.3, “Creating a Non-Mirrored Cluster SBD
Partition with SBDUTIL,” on page 180 or Section 10.18.5, “Creating a Mirrored Cluster SBD Patrtition
with SBDUTIL,” on page 187.

IMPORTANT: You must take the cluster down and stop Novell Cluster Services on all nodes before
you delete the existing mirrored SBD RAID1 device and its mirrored SBD partitions. Do not restart
Novell Cluster Services and rejoin nodes to the cluster until after you create a new SBD.

1 Ensure that nobody else is changing any storage on any nodes at this time.

Until the SBD exists and the cluster is set up for shared disk access, you are responsible for
ensuring that you have exclusive access to the shared storage.

2 Take the cluster down:
2a Log in to any node in the cluster as the root user, then open a terminal console.

2b At the command prompt, enter
cluster down
3 On each cluster node, stop Novell Cluster Services:
3a Log in to the cluster node as the root user, then open a terminal console.
3b At the command prompt, enter
rcnovell-ncs stop

3c After you have stopped Novell Cluster Services on all nodes, continue with the next step.
4 Delete the mirrored software RAID that you used for the SBD partition:

4a Log in to any node in the cluster as the root user, then launch a terminal console.

4b Launch NSSMU:
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nssmu

4c In the NSSMU Main Menu, select RAID Devices.
4d Select the software RAID1 for the mirrored SBD you want to delete.

4e Press Delete to delete the software RAID1 and its two mirrored SBD partitions, then press y
(Yes) to confirm the deletion.

4f Press Esc twice to exit NSSMU.
5 Use one of the following methods to create a new SBD patrtition:

+ Section 10.18.3, “Creating a Non-Mirrored Cluster SBD Partition with SBDUTIL,” on
page 180

+ Section 10.18.5, “Creating a Mirrored Cluster SBD Partition with SBDUTIL,” on page 187

Do not restart Novell Cluster services and rejoin nodes to the cluster until after you create the
new SBD.

Additional Information about SBD Partitions

See the following resources for additional information about SBD partitions:

+ To understand general requirements for SBD partitions, see Section 4.8.2, “SBD Partitions,” on
page 55.

+ To configure the SBD when you configure the cluster on the first node, see Section 5.5.5,
“Configuring a New Cluster,” on page 73.

+ To use Novell Linux Volume Manager (NLVM) commands to create an SBD partition in a cluster,
see “Creating or Mirroring an SBD Partition” in the OES 2015 SP1: NLVM Reference.

+ To use NLVM commands to delete an SBD partition in a cluster, see “Deleting an SBD Partition
with NLVM” in the OES 2015 SP1: NLVM Reference.

+ For information about how the split brain detector works, see NetWare Cluster Services: The
Gory Details of Heartbeats, Split Brains, and Poison Pills (TID 10053882) (http://
support.novell.com/docs/Tids/Solutions/10053882.html).

Customizing Cluster Services Management

Some portions of Novell Cluster Services management can be performed and custom by using virtual
XML files that exist in the /admin/Novell/Cluster directory on Linux.

The cluster-related virtual XML files (management access points) are created on each server's /
admin/Novell/Cluster directory. These files let you manage the cluster from any node in the
cluster. This means that as long as the cluster is running, you can always access the cluster-related
XML virtual files in the /admin/Novell/Cluster directory.

There are two types of virtual files in the /admin/Novell/Cluster directory: XML files and CMD
files. The XML files are read-only and contain cluster configuration or cluster state information. The
CMD files are write-then-read command files that are used to issue commands to the cluster and
retrieve resulting status.
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Table 10-3 lists the cluster-related virtual XML files and gives a brief description of each.

Table 10-3 Cluster-Related Virtual XML Files

Virtual XML File Name Description

Config.xml Provides the combined information from ClusterConfig.xml, NodeConfig.xml,
ResourceConfig.xml, and PoolConfig.xml.

ClusterConfig.xml Provides cluster configuration information.

NodeConfig.xml Provides node configuration information for all nodes in the cluster that were
active at the time the cluster was brought up.

NodeState.xml Provides current information on the state of each node in the cluster (cluster
membership).

PoolConfig.xml Provides cluster-enabled pool and volume configuration information for each
pool and volume.

PoolState.xml Provides current information on the state of each cluster-enabled pool in the
cluster.

ResourceConfig.xml Provides resource configuration information for each resource in the cluster.

ResourceState.xml Provides current information on the state of each resource in the cluster.

State.xml Provides the combined information from NodeState.xml, ResourceState.xml,

and PoolState.xml.

Table 10-4 lists the cluster-related CMD files and gives a brief description of each.

Table 10-4 Cluster-Related CMD Files

CMD File Name Description

Node.cmd Write-then-read command file used in conjunction with a Perl script to issue
node-specific commands to the cluster and retrieve resulting node status and
configuration information.

Cluster.cmd Write-then-read command file used in conjunction with a Perl script to issue
cluster-specific commands to the cluster and retrieve resulting cluster status and
configuration information.

Resource.cmd Write-then-read command file used in conjunction with a Perl script to issue
resource-specific commands to the cluster and retrieve resulting resource status
and configuration information.
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Configuring and Managing Cluster
Resources

After you create and configure a Novell Cluster Services cluster, you are ready to create and
configure cluster resources for the cluster. This section provides general instructions for creating
cluster resources and configuring their behavior in the cluster.

For information about viewing and managing resource status on the cluster, see Chapter 10,
“ Managing Clusters,” on page 155.

¢ Section 11.1, “Planning for Cluster Resources,” on page 197

¢ Section 11.2, “Setting Up a Personalized List of Resources to Manage,” on page 199

+ Section 11.3, “Using Cluster Resource Templates,” on page 204

¢ Section 11.4, “Creating Cluster Resources,” on page 209

¢ Section 11.5, “Configuring a Load Script for a Cluster Resource,” on page 210

¢ Section 11.6, “Configuring an Unload Script for a Cluster Resource,” on page 211

+ Section 11.7, “Enabling Monitoring and Configuring the Monitor Script,” on page 212

+ Section 11.8, “Applying Updated Resource Scripts by Offline/Offline, Failover, and Migration,” on
page 217

+ Section 11.9, “Configuring the Start, Failover, and Failback Modes for Cluster Resources,” on
page 218

¢ Section 11.10, “Configuring Preferred Nodes and Node Failover Order for a Resource,” on
page 220

¢ Section 11.11, “Configuring Resource Priorities for Load Order,” on page 222
¢ Section 11.12, “Configuring Resource Mutual Exclusion Groups,” on page 223
¢ Section 11.13, “Controlling Resource Monitoring,” on page 228

¢ Section 11.14, “Changing the IP Address of a Cluster Resource,” on page 228
¢ Section 11.15, “Renaming a Cluster Resource,” on page 231

+ Section 11.16, “Deleting Cluster Resources, or Disabling Clustering for a Pool, LVM Volume
Group, or Service,” on page 232

¢ Section 11.17, “Additional Information for Creating Cluster Resources,” on page 235

11.1 Planning for Cluster Resources

Consider the guidelines in this section when planning for your cluster resources.

¢ Section 11.1.1, “Naming Conventions for Cluster Resources,” on page 198

*

Section 11.1.2, “Using Parameter Values with Spaces in a Cluster Script,” on page 198

*

Section 11.1.3, “Using Double Quotation Marks in a Cluster Script,” on page 198

*

Section 11.1.4, “Script Length Limits,” on page 199

*

Section 11.1.5, “Planning Cluster Maintenance,” on page 199
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11.1.2

11.1.3

+ Section 11.1.6, “Number of Resources,” on page 199
¢ Section 11.1.7, “Linux POSIX File System Types,” on page 199

Naming Conventions for Cluster Resources

Cluster resource names can be up to 63 characters. Novell Cluster Services supports only
alphanumeric characters and the underscore character in cluster resource names:

ABCDEFGHIJKLMNOPQRSTUVWXYZabcdefghijklmnopgrstuvwxyz0123456789
Special characters, such as the following, are not supported in cluster resource names:
le#$%& ()

Because the NSS pool name and Linux volume names are automatically used in the cluster resource
name, do not use special characters e#$%& () in names of NSS pools or Linux POSIX volumes that
you plan to cluster enable.

Using Parameter Values with Spaces in a Cluster Script

In cluster scripts, if a parameter value contains spaces, you should enclose the value with both
double-quotes (") and single-quotes ('). For example, " 'quoted text'". The preferred solution is to
use both sets of quotation marks with the single-quotes on the inside. For OES 11 and later, the other
order also works for spaces, but it reads a variable as text, not as a variable.

For example, either of the following techniques works for values with spaces:

exit on error echo "'Errors will be reported here.'"

exit on error echo '"Errors will be reported here."'

You can alternatively use two sets of double-quotes and escape the inside set of double-quotes with
a backslash (\). For example:

exit on error echo "\"Errors will be reported here.\""
Another alternative is to escape each of the spaces in the value. For example:

exit _on error echo Errors\ will\ be\ reported\ here.

Using Double Quotation Marks in a Cluster Script

In cluster scripts, if a command requires double-quotation marks, you should enclose the quoted part
of the command with both double-quotes (") and single-quotes ('), such as " 'quoted text'". The
key is to use both sets of quotation marks with the single-quotes on the inside. This works for spaces
and allows you to pass variables to the command. For example:

exit on error echo "'Errors will be reported here.'"

You can alternatively use two sets of double-quotes and escape the inside set of double-quotes with
a backslash (\). For example:

exit on error echo "\"Errors will be reported here.\""
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11.1.5

11.1.6

11.1.7

11.2

Script Length Limits

Each cluster load, unload, or monitor script can be up to 3200 bytes in length. This limit includes
commands, comments, and spaces. For example, non-special ASCII characters (including the space
character) are 1 byte per character, so you could have up to 3200 of these characters in a script.

IMPORTANT: Creating a script that exceeds the maximum script length can prevent a resource from
loading. If your script commands and comments require more memory than 3200 bytes, you can
spawn external scripts from a script.

Planning Cluster Maintenance

When performing cluster maintenance tasks, two cluster best practices should be observed:

+ Perform maintenance tasks during non-peak hours so that users are minimally affected.

+ Before performing maintenance on a node, cluster migrate its cluster resources to another node
if you want the related users to be undisturbed.

Number of Resources

Novell Cluster Services supports up to 254 resources in a cluster, regardless of the size of the cluster.

Linux POSIX File System Types

Ext3 is the default file system type used in the Generic File System template scripts. The Btrfs, Ext2,
Ext3, ReiserFS, and XFS file systems have been tested and are fully supported.

Setting Up a Personalized List of Resources to
Manage

The My Resources page in the Clusters plug-in for iManager allows each cluster administrator to set
up a personalized list of cluster resources to manage. This allows an administrator to view at a glance
the status of the specified resources. The list persists between the administrator’s logins to the same
iManager server.

Your personalized list of cluster resources and display preferences are saved on the iManager server
in the following location:

/var/opt/novell/iManager/nps/WEB-INF/config/NDS<tree names-
<user name_and_context without dots>/ncs.xml

For example, for tree AVALONTREE and user admin.novell, the file path is:
/var/opt/novell/iManager/nps/WEB-INF/config/NDSAVALONTREE-adminnovell /ncs.xml
The following sections describe how manage the list of resources and to personalize the display.

+ Section 11.2.1, “Adding Resources to a My Resources List,” on page 200
+ Section 11.2.2, “Viewing Information about Resources in a My Resources List,” on page 200
+ Section 11.2.3, “Personalizing the My Resources Display,” on page 202
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+ Section 11.2.4, “Removing Resources from a My Resources List,” on page 203

+ Section 11.2.5, “Updating the My Resources List after Renaming or Deleting a Resource,” on
page 204

11.2.1 Adding Resources to a My Resources List

1 Log into iManager as a cluster administrator.
2 In Roles and Tasks, select Clusters > My Resources.

The list is initially empty.

| (@] Roles and Tasks

?
| ran categories] < My Resources
The list below provides a conveniert way to keep track of resources you frequently manage. Click on the add button to browse for resources in
Clusters the tree. and select them to be added to the list.
My Clusters My Resources
i My Resources Add Remove Refresh
DHCP (DES Linux) [[] status Name Cluster Lives  Up Since BCC
Mirsetnn Adminictratinn The list is empty. Click the Add button fo browse for and select one or more resources.

3 Click Add to open the eDirectory browser pop-up window.

4 Browse the tree where you are currently logged in to locate and select one or more Cluster
Resource objects, then click OK.

Newly selected resources are added to your personalized list.

@] Roles and Tasks
?
I [All Categories] |Z| My Resources
- The list below provides a convenient way to keep track of resources you frequently manage. Click on the add button to browse for
Clusters Tl resources in the tree, and select them to be added to the list.
My Clusters
) Add Remove Refresh
DHCP (0ES Linux)
D Status  Name - Cluster Lives  Up Since BCC
Directory Administrati =
R —— [[] @ gplaster IP Address Reso.. s clusterd 2 2012-08-30 17:37
Distributed File Services —
[ @&  geMaster IP Address Reso.. F@ cluster2 1 2012-08-30 10:37
DHNS .
= 0 @ [ P11 SERVER &ﬂ clusterd 1 2012-08-30 17:37 v
eDirectory Encryption .
[ = [ P11 SERVER cluster2 v
eDirectory Maintenance .
[ = [ P12 SERVER cluster2 v
File Access (NetStorage) B
0 @& [ P12 SERVER &ﬂ clusterd 1 2012-08-30 15:57 v
File Protocols
[ @& [@P13 SERVER cluster2 1 2012-09-06 14:56 v
Files and Folders
[ = [ P13 SERVER J clusterd Vv
Groups
Help Desk = [ @ 4 va15 resource Je clus1o 1 2012-08-15 0920

5 (Optional) Personalize the display as described in Section 11.2.3, “Personalizing the My
Resources Display,” on page 202.

11.2.2 Viewing Information about Resources in a My Resources
List

1 Log into iManager as a cluster administrator.
2 In Roles and Tasks, select Clusters > My Resources.

The My Resources page displays your personalized list of cluster resources in the tree.
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@] Roles and Tasks

I[AII Categories]

Clusters

My Clusters

My Resources

DHCP (OES Linux)

Directory Administration

Distributed File Services

DNS

eDirectory Encryption

m

eDirectory Maintenance

File Access (NetStorage)

File Protocols

Files and Folders

Groups

Help Desk

My Resources

The list below prov
resources in the t

ides a convenient way to keep track of resources you frequently manage. Click on the add button to browse for
, and select them to be added to the list.

Add Remove Refresh

[7] status  Name « Cluster Lives  UpSince BCC
(=} ¥ 4@ Master IP Address Reso.. &a clusterd 2 2012-08-30 17:37

B @ 4 Masler IP_Address Reso.. J@ cluster2 1 2012-08-30 10:37

[ @ [gbP11 SERVER $» clustert 1 2012-08-30 17:37 4
[ = [ P11 SERVER & cluster2 v
[ ™= [@P12 SERVER & cluster? v
[ @ [@p12 SERVER &» cluster 1 2012-08-30 1557 v
[ @ [P13 SERVER & clusterz 1 2012-09-06 14:56 Vv
[ ™= [@P13 SERVER &> cluster v
[ @& 4 vg15 resource o clus10 1 2012-08-15 09:20

3 View the Status icon next to a Cluster Resource object to understand the current state of the

resource.

If scrolling is needed to view the complete list, you can use the Refresh option to set a longer
refresh rate for the page in order to allow enough time to view the status for all items.

State Icon Description

Normal & The resource is online.

Offline - The resource is offline. Administrator intervention is needed.

Critical W The resource is comatose, or it cannot be found (renamed or deleted).
Administrator intervention is needed.
If you rename or delete a resource, its status changes to "Resource not
found" when you next access or refresh the My Resources page. For a
deleted resource, remove the resource from the list. For a renamed
resource, remove the resource from the list, then add the resource using its
new name.

Warning ,<> An alert condition has occurred, and the resource needs administrator
attention.

Unknown 5 The state of the cluster resource cannot be determined.

4 The My Resources list displays the following information about each resource:
Parameter Description
Name The name assigned to the resource.

Distinguished Name

(Not displayed by default) The dot-delimited fully distinguished name of the

resource, such as resourcename.clustername.context .domain.

Cluster

The name of cluster for the resource.

Lives

The number of times the resource has been brought online.

Configuring and Managing Cluster Resources 201



Parameter Description

Up Since The date and time the resource was brought online.

BCC A check mark in this column indicates that the resource is enabled for a
Business Continuity Cluster (BCC).

5 (Optional) Personalize the display as described in Section 11.2.3, “Personalizing the My
Resources Display,” on page 202.

11.2.3 Personalizing the My Resources Display

The My Resources page provides menus in the column headings that allow you to personalize the
display. You can sort the entries, modify the columns, or filter the entries. Your preferences are saved
between logins to iManager.

1 Log in to iManager as a cluster administrator.

2 In Roles and Tasks, select Clusters > My Resources.

3 Select Refresh, then choose a refresh rate that is long enough to allow you to view all items in
the list.

4 Click or mouse-over a column heading to activate its options, then click the arrow to access the
menu for that column.

5 Perform one of the available actions when you access the column’s menu. Some actions are not
available for all fields.

+ Sort: Select Sort Ascending (A to Z) or Sort Descending (Z to A) to specify the preferred
sort order. Resource objects are sorted based on values in the selected column. Numbers
are treated as text values and are sorted alphabetically, not numerically.

My Resources 7]

The [ESt beleny provides o convenisnl way Lo keep Lrack of resources you freguently manage, Cick oo Lhe add bulton to boowse far

resourCes in Lhe tred, and sslacl them 1O B adosd To Uhe LIk,

Add Remova Refrezh

[C] Siatus = HName = Claster —'l Lies  Up Sinee BCC
7] ®& g llaster P Address Reso.. $e clusier 4] sotascending D737
z .
[F]l & g Master P Address Reso.. J# clusier2 il sartpescending 0 10:37
|24 Eolumns
[ & kP SERVER §= clusten 01737 ¥
Fitters
[l = & P11 SERVER 3# cluster2 ¥
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¢ Columns: Select Columns to display the parameters, select or deselect a parameter’s

check box to add or remove the column, then press Enter to apply the changes. The
parameters are described in Step 4 in Section 11.2.2, “Viewing Information about
Resources in a My Resources List,” on page 200.

My Resources 7]
The EL bl provides a comvenianl way Lo keep rack of resources yvou freguenily manspes, Chck oa Uhe add bullon Lo Beowse Tar
resources in the brée, and ssbact them 1o b2 adosd to the s,

Add Hemova Refresh

] Siatus = Name = Claster Lives  Up Since BCC

[[] & geMaster IP Address Reso.. e cluster] 4 sotpscending 10 17.37

1 @ geMaster IP Address Reso.. §oghister H sk
e 25 Columns |

F @ P11 SERVER ' o173y '

E © ﬂ . ¥ &.E [#] Hame " Filters

[ ] = B w& ;‘E : Distinguizhed Name f

[l = @& e12 SERVER & o) BB ot v
[9] Lives

F & g&p12 SERVER &L o1ty mines 1 2012-08-30 1557 v

Fl & phP132 SERVER | ¥ Bec 1 2012-09-05 14,56 ¥

+ Filter: Specify a filter to display only the Cluster objects with values that match.
My Resources zl

The 31 belew piovides & corvenient way Lo keep track of resawrces you freguently manage. Cick on the add bullon Lo browse far
redources n Lhe res, &nd 3si2Cl them (O B2 23020 Lo the Uil

Add Remove Refrash

7] Sintus = Hame < Cluster Lives  Up Since BEC
[l &  gebaster IP Address Reso . §e cluster] 4 sotascending 01737
]l @  ggMaster P Address Reso . $» clusier? £ seenescenting |y 107
[53 Columns
[ @& P11 SERVER & cluntart = 1737 v
Erter fitter et 3 FHEDE:
[l = & P11 SERVER $ == n ¥

To add or modify a column'’s filter, select Filter, place the cursor in the Filter field, type the
desired filter text, then press Enter to apply the filter. If a cluster's parameter value matches

the specified filter, the Cluster Resource object and its information are displayed.

To remove a column'’s filter, select Filter, place the cursor in the Filter field, delete the filter

text, then press Enter to refresh the display. The filter no longer applies for that column.

Removing Resources from a My Resources List

1 Log in to iManager as a cluster administrator.

2 In Roles and Tasks, select Clusters > My Resources.

3 Select the check box next to the resource that you want to remove from your personalized list,

then click Remove.

The resource is removed from your personalized list. This action does not delete the Cluster
Resource object or its data.
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11.2.5 Updating the My Resources List after Renaming or Deleting
a Resource

In a My Resources list, if you rename or delete a resource, its status changes to Critical:
Resource not found. You must manually update the resource list.

To update the list after deleting a resource:

1 In iManager, go to Clusters > My Resources.
2 Inthe My Resources list, select the check box next to the resource entry for the deleted
resource, then click Remove.

To update the list after renaming a resource:

1 IniManager, go to Clusters > My Resources.
2 Inthe My Resources list, select the check box next to the resource entry, then click Remove.
3 Click Add, select the newly named resource, then click OK.

11.3 Using Cluster Resource Templates

Templates simplify the process of creating similar or identical cluster resources. For example,
templates are helpful when you want to create multiple instances of the same resource on different
servers. Several templates are provided for you. You can also create templates for any server
application or resource you want to add to your cluster.

¢ Section 11.3.1, “Default Resource Templates,” on page 204
+ Section 11.3.2, “Viewing or Modifying a Resource Template in iManager,” on page 205

+ Section 11.3.3, “Creating a Resource Template,” on page 207

¢ Section 11.3.4, “Synchronizing Locally Modified Resource Templates with Templates in
eDirectory,” on page 209

11.3.1 Default Resource Templates

Novell Cluster Services provides several cluster resource templates that you can use on physical
servers, virtualization host servers, and virtual machine (VM) guest servers (DomU). You can also
create your own templates or personalize the default templates by using the Clusters plug-in for
iManager. See Section 11.3.3, “Creating a Resource Template,” on page 207. Third-party templates
might also available for third-party applications; see the vendor documentation.

Table 11-1 identifies the cluster resource templates that can be used for OES services and storage on
physical servers and virtual machine guest servers:

Table 11-1 Cluster Resource Templates for Physical Servers and VM Guest Servers

Cluster Resource Template OES 11 and Later Product

DHCP Novell Dynamic Host Configuration Protocol using an NSS pool
Novell Dynamic Host Configuration Protocol using a Linux POSIX File
System

DNS Novell Domain Name System
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11.3.2

Cluster Resource Template

OES 11 and Later Product

Generic File System (Generic_FS)

LVM volume groups

Generic IP Service

This template can be modified to create cluster resources for certain
server applications that run on your cluster.

iFolder Novell iFolder 3.9
The template scripts contain examples for NSS pools and LVM volume
groups.

iPrint Novell iPrint

MySQL MySQL

Samba Novell Samba

Third-party templates

See your vendor documentation.

Novell Cluster Services provides the following templates for use by the Xen VM host server (Dom0).
They are the only two templates supported for use in the virtualization host server environment. They
are not supported for use by a VM guest server. The templates are generic and can be modified to
start or stop different virtualization host server software.

Table 11-2 Cluster Resource Templates for Virtualization Host Environments

Cluster Resource Template

Use

Xen Use to configure the cluster resource for a virtual machine.
This template is available only on a virtualization host server. See
Section 16.2.1, “Creating a Xen Virtual Machine Cluster Resource,” on
page 429.

XenLive Use to configure the cluster resource for a virtual machine. It provides

an additional function to allow a virtual machine resource migration
(manual) without the need to boot or bring up the virtual machine on the
cluster node where the virtual machine has been migrated.

This template is available only on a virtualization host server. See
Section 16.2.3, “Setting Up Live Migration,” on page 437.

Viewing or Modifying a Resource Template in iManager

You can view or manage the Novell Cluster Services resource templates from the Cluster Options
page in the Clusters plug-in for iManager. Ensure that you use the Clusters plug-in to modify the
properties of the resource template. The modified settings apply for all subsequent cluster resources

that you create from the template.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.
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3 Select the Cluster Options tab to access the templates.

& clus1.ncs.novell E3|

Wiew cluster resource configuration information and administer cluster resources for the selected cluster.

Cluster Manager |\ BCC Manager | Cluster Event Log 1% [V IR T ) |

__ Properties... |

Cluster Objects
Mew | Delete | Details 13 Item(s)

[] Type E| Mame IP Address  Distinguished Name Pool Name

Master IP Address Besource  q0.10.10.134  cn=clusl.ou=ncs.o=novel

avalon 10.10.10.37  cn=avalon.cr=clus].ou=ncs o=novel
DHCP Emplate

DNS Emplate

Generic FS Emplate

Generic [P Service

iFolder Emplate

iPrint Emplate

My 50L Emplate

Samba_Emplate

Hen Emplate

Oogoooooooao
@ | @ | | @ @ @ | @@ @ P e

Henlive Emplate

|

4 Click the template name to view or modify the properties for the template.

For example, the following image shows the Properties page for the Generic File System
template:

" Generic FS Template Z

mmlonilon'ng ' Preferred Nodes | Scripts |\ Business Continuity |

Set Start, Failover and Failback modes for the new resource. Changes other than business cortinuity changes made to a resource will not take affect until the
resource is reloaded.

Failover Mode
[C] Resource Follows Master @  Auto
[] lgnore Quorum 0 Manual

Start Mode Failback Mode

@  Auto O Auto
) Manual @  Disable
O Manual

Ok | Cancel | Apply |

5 Click the tabs to view or modify the default property settings for the resource template.
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The process for modifying a resource template is similar to modifying the settings for a cluster
resource. If you modify a setting on the page, click Apply before you click the next tab in order to
save the changes.

+ Policies

Use the Policies tab to view or modify the default policies to use for the resource template.
See Section 11.9, “Configuring the Start, Failover, and Failback Modes for Cluster
Resources,” on page 218.

¢ Monitoring

Use the Monitoring tab to enable or disable monitoring. If monitoring is enabled, you can
set the default behaviors for monitoring, including the interval to poll the resource’s health,
and the action to take if the resource fails to load on the maximum number of local restarts.
See Section 11.7, “Enabling Monitoring and Configuring the Monitor Script,” on page 212.

+ Preferred Nodes

Use the Preferred Nodes tab to view or modify the preferred nodes to use for cluster
resources that are created with the selected template. See Section 11.10, “Configuring
Preferred Nodes and Node Failover Order for a Resource,” on page 220.

* Scripts

Use the Scripts tab to view or modify the default load, unload, and monitor scripts for the
selected template. See the following:

¢ Section 11.5, “Configuring a Load Script for a Cluster Resource,” on page 210
+ Section 11.6, “Configuring an Unload Script for a Cluster Resource,” on page 211
¢ Section 11.7.4, “Example Monitor Scripts,” on page 217

¢ Business Continuity

The Business Continuity tab contains information only if the selected cluster is enabled for
Novell Business Continuity Clustering. If the page is enabled, you can view or set the
default settings for resources created from the template. See the Novell Business Continuity
Clustering documentation website (http://www.novell.com/documentation/bcc).

6 Click OK

11.3.3 Creating a Resource Template

Templates help ensure that all of the necessary definition information, dependent services to be
loaded, unloaded, or monitored, and the shared service or storage are entered correctly. You can use
the default templates as a guide for what types of information to include in your personalized
template, as well as the sequence of commands for loading, unloading, or monitoring a resource.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab to access the templates.
4 Click the New link.

5 Specify Template as the resource type you want to create by clicking the Template radio button,
then click Next.
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New Resource
Resource Type Select the type of cluster resource to create.

Ep Pool

B Resource

() "3 Template

6 In Cluster Resource Name, specify the name of the template you want to create.

7 If desired, in Inherit from Template, browse to the Cluster object and select the existing resource
template in the Cluster container that you want to personalize for the new template.

8 Ensure that the Define Additional Properties check box is selected, then click Next to continue
to the Load Script page.

9 On the Load Script page, configure the load script for the cluster resource template.

9a Edit or add variables with example values for your template configuration, such as the
mount point, IP address, volume group name, file system type, and mount device.

9b Edit or add any lines to the load script that are required to load dependent services such as
web servers or file access protocols.

9c Edit or add the necessary commands to the script to load the resource on the server.

For example, this might include bind command for the NCP service and the mount
commands for the shared disks and file systems.

9d Specify the default Load Script Timeout value, then click Next to continue to the Unload
Script page.

The timeout value determines how much time the script is given to complete. If the script
does not complete within the specified time, the resource becomes comatose. Cluster
Services marks the process as failed right after the defined timeout expires, but it must wait
for the process to conclude before it can start other resource operations.

10 On the Unload Script page, configure the unload script for the cluster resource template.

10a Edit or add variables with example values for your template configuration, such as the
mount point, IP address, volume group name, file system type, and mount device.

10b Edit or add the necessary commands to the script to unload the resource from the server.

For example, this might include unbind command for the NCP service and the dismount
commands for the shared disks and file systems.

10c Edit or add any lines to the unload script that are required to unload the dependent services
that are loaded by this cluster resource.

10d Specify the default Unload Script Timeout value, then click Next to continue to the Monitor
Script page.

The timeout value determines how much time the script is given to complete. If the script
does not complete within the specified time, the resource becomes comatose when
migrating to another node. Cluster Services marks the process as failed right after the
defined timeout expires, but it must wait for the process to conclude before it can start other
resource operations.

11 On the Monitor Script page, configure the monitor script for the cluster resource template.

11a Edit or add the variables with example values for your template configuration, such as the
mount point, IP address, volume group name, file system type, and mount device.

11b Edit or add the necessary commands to the script to monitor the resource on the server.
You can use the same commands that are used at the Linux terminal console.
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11.3.4

11.4

The resource templates included with Novell Cluster Services for Linux include resource
monitor scripts that you can customize.

11c Specify the default Monitor Script Timeout value, then click Next.

The timeout value determines how much time the script is given to complete. If the script
does not complete within the specified time, the failure action the administrator chooses for
monitoring (comatose, migrate, or reboot) initiates. Cluster Services marks the process as
failed right after the defined timeout expires, but it must wait for the process to conclude
before it can start other resource operations.

12 On the Resource Policies page, specify the default Start, Failover, and Failback modes, then
click Next.

13 On the Resource Preferred Nodes page, specify the node assignments for the resource
template, then click Finish.

The template you created is saved to the Cluster container of the cluster you selected. If you
personalized an existing template, both the old template and the new template are in the
container.

Synchronizing Locally Modified Resource Templates with
Templates in eDirectory

You can also view the resource templates outside of iManager. They are cached as /var/opt/
novell/ncs/* Template.* files on the master node of the cluster. Typically, you modify the
templates by using the Clusters plug-in to iManager as described in Section 11.3.2, “Viewing or
Modifying a Resource Template in iManager,” on page 205. However, if you add new template files or
modify the files locally on the master cluster node, you must synchronize those changes with the
resource templates and scripts that are held in the Cluster container in eDirectory.

To synchronize the locally modified resource templates with those held in the Cluster container in
eDirectory,
1 Log in to the master node of the cluster as the root user, then open a terminal console.

2 At the command prompt, enter the following commands:
/opt/novell/ncs/bin/ncstempl . py

/opt/novell/ncs/bin/necs-configd.py -init

Creating Cluster Resources

Cluster resources must be created for every shared file system or server that you run on servers in
your cluster. Cluster resources can include websites, email servers, databases, and any other server-
based applications or services you want to make available to users at all times.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.
4 On the Cluster Options page, click the New link.

5 Specify Resource as the resource type you want to create by clicking the Resource radio button,
then click Next.
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6 Specify the name of the resource you want to create.

NOTE: Do not use periods in cluster resource names. Novell clients interpret periods as
delimiters. If you use a space in a cluster resource name, that space is converted to an
underscore.

7 Inthe Inherit From Template field, specify one of the available templates, such as the
Generic_FS_Template.

For information about cluster resource templates, see Section 11.3, “Using Cluster Resource
Templates,” on page 204.

8 Select the Define Additional Properties check box, then click Next.

9 If you are creating a new cluster resource, continue with “Configuring a Load Script for a Cluster
Resource” on page 210.

11.5 Configuring a Load Script for a Cluster Resource

A load script is required for each resource, service, disk, or pool in your cluster. The load script
specifies the commands to start the resource or service on a server.

Example load scripts are available in the following sections:

+ Section 13.6, “Configuring a Load Script for the Shared NSS Pool,” on page 265

+ Section 15.4.3, “Sample Load Script for a CSM Resource without a Segment Manager,” on
page 411

+ “Sample Generic LVM Resource Load Script” on page 371
If you are creating a new cluster resource, the load script page should already be displayed. You can
start with Step 6.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.
4 Select the cluster resource to view its Properties page.
You can also select the check box next to the cluster resource, then click Details.
5 On the Properties page, click the Scripts tab, then click the Load Script link.
6 Edit or add the necessary commands to the script to load the resource on a server.

You can then add any lines to the load script that are required to load needed services like web
servers, and so on.

You also need to personalize the script by replacing variables with actual values for your specific
configuration, such as the mount point, IP address, volume group name, file system type, and
mount device.

IMPORTANT: Do not comment out commands that are automatically generated for parameters
that define the cluster resource, such as the mount point, IP address, volume group name, file
system type, and device.

7 Specify the Load Script Timeout value, then click Apply to save the script or, if you are creating
a new cluster resource, click Next.
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The timeout value determines how much time the script is given to complete. If the script does
not complete within the specified time, the resource becomes comatose. Cluster Services marks
the process as failed right after the defined timeout expires, but it must wait for the process to
conclude before it can start other resource operations.

The timeout value is applied only when the resource is migrated to another node. It is not used
during resource online/offline procedures.

8 Do one of the following:

+ If you are configuring a new resource, click Next, then continue with Section 11.6,
“Configuring an Unload Script for a Cluster Resource,” on page 211.

¢ Click Apply to save your changes.

Changes for a resource’s properties are not applied while the resource is loaded or running
on a server. Apply the updated script by taking the resource offline and then bringing it
online on the same node. Alternatively, after the updated scripts have been synchronized
from eDirectory to the source and destination nodes, the updated scripts are used
automatically on system failover or cluster migration. For more information, see

Section 11.8, “Applying Updated Resource Scripts by Offline/Offline, Failover, and
Migration,” on page 217.

11.6  Configuring an Unload Script for a Cluster
Resource

Depending on your cluster application or resource, you can add an unload script to specify how the
application or resource should terminate. An unload script is not required by all resources, but is
required for cluster-enabled Linux partitions. Consult your application vendor or documentation to
determine if you should add commands to unload the resource.

Programs should be unloaded in the reverse order of how they were loaded. This ensures that
supporting programs are not unloaded before programs that rely on them in order to function

properly.
Example unload scripts are available in the following sections:

¢ Section 13.7, “Configuring an Unload Script for the Shared NSS Pool,” on page 268

+ Section 15.4.4, “Sample Unload Script for CSM Resource without a Segment Manager,” on
page 412

+ “Sample Generic LVM Resource Unload Script” on page 372
If you are creating a new cluster resource, the unload script page should already be displayed. You
can start with Step 6.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.
4 Select the cluster resource to view its Properties page.
You can also select the check box next to the resource, then click Details.
5 On the Properties page, click the Scripts tab, then click the Unload Script link.
6 Edit or add the necessary commands to the script to unload the resource on the server.
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You can add any lines to the unload script that are required to unload services that are loaded by
this cluster resource.

You also need to personalize the script by replacing variables with actual values for your specific
configuration, such as the mount point, IP address, volume group name, file system type, and
mount device.

Specify the Unload Script Timeout value, then click Apply to save the script or, if you are
creating a new cluster resource, click Next.

The timeout value determines how much time the script is given to complete. If the script does
not complete within the specified time, the resource becomes comatose when migrating to
another node. Cluster Services marks the process as failed right after the defined timeout
expires, but it must wait for the process to conclude before it can start other resource operations.

The timeout value is applied only when the resource is migrated to another node. It is not used
during resource online/offline procedures.

8 Do one of the following:

+ If you are configuring a new resource, click Next, then continue with Section 11.7.2,
“Configuring Resource Monitoring,” on page 214.

+ Click Apply to save your changes.

Changes for a resource’s properties are not applied while the resource is loaded or running
on a server. Apply the updated script by taking the resource offline and then bringing it
online on the same node. Alternatively, after the updated scripts have been synchronized
from eDirectory to the source and destination nodes, the updated scripts are used
automatically on system failover or cluster migration. For more information, see

Section 11.8, “Applying Updated Resource Scripts by Offline/Offline, Failover, and
Migration,” on page 217.

11.7 Enabling Monitoring and Configuring the Monitor
Script
Resource monitoring allows Novell Cluster Services to detect a the resource failure independently of

its ability to detect node failures. Monitoring is disabled by default. It is enabled separately for each
cluster resource.

*

*

*

*

Section 11.7.1, “Understanding Resource Monitoring,” on page 212

Section 11.7.2, “Configuring Resource Monitoring,” on page 214

Section 11.7.3, “Monitoring Services that Are Critical to a Resource,” on page 216
Section 11.7.4, “Example Monitor Scripts,” on page 217

11.7.1  Understanding Resource Monitoring

When you enable resource monitoring, you must specify a polling interval, a failure rate, a failure
action, and a timeout value. These settings control how error conditions are resolved for the resource.

*

*

*

“Polling Interval” on page 213
“Failure Rate” on page 213
“Failure Action” on page 213
“Timeout Value” on page 214

“How Resource Monitoring Works” on page 214
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Polling Interval

The monitor script runs at a frequency specified by the polling interval. By default, it runs every
minute when the resource is online. You can specify the polling interval in minutes or seconds. The
polling interval applies only to a given resource.

Failure Rate

The failure rate is the maximum number of failures (Maximum Local Failures) detected by the
monitor script during a specified amount of time (Time Interval).

A failure action is initiated when the resource monitor detects that the resource fails more times than
the maximum number of local failures allowed to occur during the specified time interval. For failures
that occur before it exceeds the maximum, Cluster Services automatically attempts to unload and
load the resource. The progress and output of executing a monitor script are appended to /var/opt/
novell/log/ncs/<resource name>.monitor.out file.

For example, if you set the failure rate to 3 failures in 10 minutes, the failure action is initiated if it fails
4 times in a 10 minute period. For the first 3 failures, Cluster Services automatically attempts to
unload and load the resource.

Failure Action

The Failover Action indicates whether you want the resource to be set to a comatose state, to
migrate to another server, or to reboot the hosting node (without synchronizing or unmounting the
disks) if a failure action initiates. With resource monitoring, the Start, Failover, and Failback Modes
have no effect on where the resource migrates. This means that a resource that has been migrated
by the resource monitoring failure action does not migrate back (fail back) to the node it migrated
from unless you manually migrate it back.

Set Resources as Comatose: (Default) If the failure action initiates, the resource is placed in a
comatose state. Administrator action is required to take the resource offline, resolve the issue, and
bring it online again on the same or different node.

Migrate the Resource Based on the Preferred Nodes List: If the failure action initiates and the
resource is on its most preferred node, the resource migrates to the next available node in its
Preferred Nodes list, which you previously ordered according to your failover order preferences. The
resource is not automatically failed back to the original node. Administrator action is required to
cluster migrate the resource to the node, as desired. Each time a failure action triggers a failover, the
resource migrates to a different node, according to the order in its Preferred Nodes list and availability
of the nodes.

Reboot the Hosting Node without Syncing or Unmounting Disks: If the failure action initiates,
each of the resources on the hosting node will fail over to the next available node in its Preferred
Nodes list because of the reboot. All resources on the node are failed over. This is a hard reboot, not
a graceful one. The reboot option is normally used only for a mission-critical cluster resource that
must remain available. The resources are not automatically failed back to the original node.
Administrator action is required to cluster migrate them back to the node, as desired.
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Timeout Value

The timeout value determines how much time the script is given to complete. If the script does not
complete within the specified time, the configured failure action is initiated. Cluster Services marks
the process as failed right after the defined timeout expires, but it must wait for the process to
conclude before it can start other resource operations.

The timeout value is applied only when the resource is migrated to another node. It is not used during
resource online/offline procedures.

How Resource Monitoring Works

1 The monitor script runs at the frequency you specify as the polling interval.
2 There are two conditions that trigger a response by Novell Cluster Services:
+ An error is returned. Go to Step 3.
+ The script times out, and the process fails. Go to Step 4.

3 Novell Cluster Services tallies the error occurrence, compares it to the configured failure rate,
then does one of the following:

+ Total errors in the interval are less than or equal to the Maximum Local Failures:

Novell Cluster Services tries to resolve the error by offlining the resource, then onlining the
resource.

If this problem resolution effort fails, Novell Cluster Services goes to Step 4 immediately
regardless of the failure rate condition at that time.

+ Total errors in the interval are more than the Maximum Local Failures: Go to Step 4.
4 Novell Cluster Services initiates the configured failure action. Possible actions are:

+ Puts the resource in a comatose state

+ Migrates the resource to another server

+ Reboots the hosting node (without synchronizing or unmounting the disks)

11.7.2  Configuring Resource Monitoring

The resource monitoring function allows you to monitor the health of a specified resource by using a
script that you create or customize. If you want Novell Cluster Services to check the health status of a
resource, you must enable and configure resource monitoring for that resource. Enabling resource
monitoring requires you to specify a polling interval, a failure rate, a failure action, and a timeout
value.

If you are creating a new cluster resource, the Monitor Script page should already be displayed. You
can start with Step 6.

1 In iManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.
4 Click the cluster resource to open its Properties page.
You can also select the check box next to the resource, then click Details.
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5

10
11

On the Properties page, click the Monitoring tab.

My Clusters = clus!.nes.nawell = F_D_SERVER

@ P_D_SERVER K

MFrﬂemd Modes | Scripts | Protocols | Business Continuity

To monitor the health of this resource, enable Resouce monitoring. ou can set the interval to poll
the resource’s health, and set an action if it fails to successfully load on the maximurm number of
local restarts. Changes other than business continuity changes made to a resource will not take
affect until the resource is reloaded.

Enable Resource Monitoring

Puolling Interval: |1 | Winutes 2

Failure Rate

Mazimum Local Failures: |3 [

Time Irterval: |:1IZI :| Mirutes | <

(Exarnple: 3 Failures in 5 minutes)

Failure Action
tthe Failure rate settings are reached, perform the following action:

(@ setResource as Comatse
() Migrate the Resource based on the Prefarred Modes List

Rebootthe Hosting Mode withowt Smcing or Unmourting Disks

oK Cancel apply |

Select the Enable Resource Monitoring check box to enable resource monitoring for the
selected resource.

Resource monitoring is disabled by default.

For the polling interval, specify how often you want the resource monitor script for this resource
to run.

You can specify the value in minutes or seconds.

Specify the number of failures (Maximum Local Failures) for the specified amount of time (Time
Interval).

See “Failure Rate” on page 213.

Specify the Failover Action by indicating whether you want the resource to be set to a comatose
state, to migrate to another server, or to reboot the hosting node (without synchronizing or
unmounting the disks) if a failure action initiates. The reboot option is normally used only for a
mission-critical cluster resource that must remain available.

See “Failure Action” on page 213.
Click the Scripts tab, then click the Monitor Script link.
Edit or add the necessary commands to the script to monitor the resource on the server.

The resource templates included with Novell Cluster Services for Linux include resource monitor
scripts that you can customize.

You also need to personalize the script by replacing variables with actual values for your specific
configuration, such as the mount point, IP address, volume group name, file system type, and
mount device.
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11.7.3

You can use the same commands that would be used at the Linux terminal console. For
example, see Section 11.7.3, “Monitoring Services that Are Critical to a Resource,” on page 216.

12 Specify the Monitor Script Timeout value, then click Apply to save the script.

The timeout value determines how much time the script is given to complete. If the script does
not complete within the specified time, the failure action you chose in Step 9 initiates.

13 Do one of the following:

+ If you are configuring a new resource, click Next, then continue with Section 11.9.2, “Setting
the Start, Failover, and Failback Modes for a Resource,” on page 219.

+ Click Apply to save your changes.

Changes for a resource’s properties are not applied while the resource is loaded or running
on a server. Apply the updated script by taking the resource offline and then bringing it
online on the same node. Alternatively, after the updated scripts have been synchronized
from eDirectory to the source and destination nodes, the updated scripts are used
automatically on system failover or cluster migration. For more information, see

Section 11.8, “Applying Updated Resource Scripts by Offline/Offline, Failover, and
Migration,” on page 217.

Monitoring Services that Are Critical to a Resource

In addition to monitoring the clustered service or storage objects, a resource monitor script can be
used to monitor the status of services that are critical to the resource, such as Linux User
Management (LUM), eDirectory, or other services.

IMPORTANT: Beginning in OES 11 SP2, NCS provides the ability to monitor the status of the
eDirectory daemon (ndsd) at the NCS level. It is disabled by default. The monitoring can be set
independently on each node. It runs whenever NCS is running on the node. See Section 9.8,
“Configuring NCS to Monitor the eDirectory Daemon (ndsd),” on page 136.

If you enable NDSD monitoring at the NCS level, we recommend that you remove (or comment out)
the eDirectory status check in individual monitor scripts to avoid excessive checking.

The resource monitor script runs only on the cluster server where the cluster resource is currently
online. The script does not monitor the critical services on its assigned cluster server when the
resource is offline. The monitor script does not monitor critical services for any other cluster node.
Each monitor script acts independently, so be aware of the potential traffic you might generate if you
include a status check in multiple monitoring scripts.

LUM Monitoring Example

You can use the rcnamed status command to monitor whether the Linux User Management service
is running. Add the following command to the resource monitor script:

# (optional) status of the Linux User Management service
exit_on_error rcnamcd status

Alternatively, you use the namcd status command to monitor whether the Linux User Management
service is running and to automatically restart namcd if its daemon is not running. However, namcd
creates messages in /var/log/messages With each check. Add the following command to the
resource monitor script:

# (optional) status of the LUM service and restart if it is not loaded or running
exit on error namcd status
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eDirectory Monitoring Example

You can monitor the state of the eDirectory service in an individual monitoring script by adding the
following command.

# (optional) status of the eDirectory service
exit on error rcndsd status

For OES 11 SP2 and later, you can alternatively monitor NDSD at the NCS level on each node. See
Section 9.8, “Configuring NCS to Monitor the eDirectory Daemon (ndsd),” on page 136.

11.7.4 Example Monitor Scripts

The resource templates included with Novell Cluster Services for Linux include resource monitor
scripts that you can customize.

Example monitor scripts are available in the following sections:

¢ Clustered NSS pool:
+ Section 13.8, “Configuring a Monitor Script for the Shared NSS Pool,” on page 269
¢ Clustered LVM volume group:
+ “Sample LVM Resource Monitor Scripts Created by NSS Management Tools” on page 358
+ “Sample Generic LVM Resource Monitor Script” on page 373
+ “Sample LVM Resource Monitor Script with an NCP Virtual Server” on page 378
+ “Sample LVM Resource Monitor Script with an NCP Volume” on page 386
¢ Legacy Clustered CSM container with Linux POSIX volumes:

+ Section 15.4.5, “Sample Monitor Script for a CSM Resource without a Segment Manager,”
on page 413

+ Section 15.5.5, “Sample Monitor Script for a CSM Resource with a Segment Manager on It,”
on page 420

11.8 Applying Updated Resource Scripts by Offline/
Offline, Failover, and Migration

For OES 11 SP1 (with the latest patches) and later, when you modify the load, unload, and monitor
scripts for a resource and click Apply or OK, the updated resource scripts can take effect in any of the
following ways:

+ When an administrator takes the resource offline and then brings it online on the same node.

+ When the resource fails over to another node, if both the source and destination nodes have
received the updated scripts from eDirectory.

+ When an administrator uses the cluster migrate command to load the resource on another
node, if both the source and destination nodes have received the updated scripts from
eDirectory.

In earlier releases, script changes do not take effect until the resource is taken offline and then
brought online.
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11.9

11.9.1

The ability of the scripts to be applied on fail-over or migration to a different node depends on the
synchronization of the updated scripts from the master node to eDirectory, and from eDirectory to the
nodes in the cluster. The destination node will not run the updated scripts unless the updated scripts
are visible on both the source node (where the resource is currently running) and the destination
node.

To verify that the updated scripts can take effect on the destination node:

1 In a text editor, verify that both the source node and destination node have the updated scripts
(resource name.load, resource name.unload and resource name.monitor) under the /
var/opt/novell/ncs/ directory.

If the scripts are the same on both nodes, the updated scripts are applied on failover or migration
between those nodes.

2 If the scripts are not the same on both nodes, pull the scripts down to the nodes from eDirectory:
2a Ensure that eDirectory is fully synchronized.

2b On the source node, pull down the scripts from eDirectory. Log on as the root user, open a
terminal, then enter

/opt/novell/ncs/bin/ncs-configd.py -init

2c Repeat Step 2b for the destination node.
3 Repeat Step 1 to verify that both the source node and destination node have the updated scripts.

Configuring the Start, Failover, and Failback
Modes for Cluster Resources

You can configure the start, failover, and failback of cluster resources to happen manually or
automatically.

IMPORTANT: Cluster Services works with NCP user connections so that the user data sessions are
resumed after failover. However, non-NCP users might experience service interruption and need to
reconnect to the server after the failover. Applications using server based storage must be restarted
on the client even with NCP unless they are NCP reconnect aware.

¢ Section 11.9.1, “Understanding Cluster Resource Modes,” on page 218
+ Section 11.9.2, “Setting the Start, Failover, and Failback Modes for a Resource,” on page 219

Understanding Cluster Resource Modes

With the resource Start mode set to AUTO, the resource automatically starts on a server when the
cluster is first brought up. If the resource Start mode is set to MANUAL, you can manually start the
resource on a server when you want, instead of having it automatically start when servers in the
cluster are brought up.

With the resource Failover mode set to AUTO, the resource automatically starts on the next server in
the Preferred Nodes list if there is a hardware or software failure. If the resource Failover mode is set
to MANUAL, you can intervene after a failure occurs and before the resource is moved to another
node.

With the resource Failback mode set to DISABLE, the resource does not fail back to its most
preferred node when the most preferred node rejoins the cluster. If the resource Failback mode is set
to AUTO, the resource automatically fails back to its most preferred node when the most preferred
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node rejoins the cluster. Set the resource Failback mode to MANUAL to prevent the resource from
moving back to its preferred node when that node is brought back online, until you are ready to allow
it to happen.

The preferred node is the first server in the Preferred Nodes list for the resource.

IMPORTANT: Resources fail back only to the first node in their Preferred Nodes list. For example, if a
resource has failed over to three servers since it originally ran on its preferred node, and the second
server the resource was running on comes back up, the resource does not fail back to that second
server.

Resources do not automatically move from node to node just because a node higher in the Preferred
Nodes list rejoins the cluster, unless the Failback mode is set to AUTO and the first node in the
Preferred Nodes list rejoins the cluster.

Setting the Start, Failover, and Failback Modes for a
Resource

If you are creating a new cluster resource, the Resource Policies page should already be displayed.
You can start with Step 6.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.
4 Select the cluster resource to open its Properties page.

You can also select the check box next to the cluster resource, then click Details.
5 On the Properties page, click the Policies tab.

6 (Optional) Select the Resource Follows Master check box if you want to ensure that the
resource runs only on the master node in the cluster.

If the master node in the cluster fails, the resource fails over to whichever node becomes the
master.

7 (Optional) Select the Ignore Quorum check box if you don’t want the cluster-wide timeout period
and node number limit enforced.

The quorum default values were set when you installed Novell Cluster Services. You can change
the quorum default values by accessing the properties page for the Cluster object.

Selecting this box ensures that the resource is launched immediately on any server in the
Preferred Nodes list as soon as any server in the list is brought online.

8 Specify the Start, Failover, and Failback modes for this resource.

The default for both Start and Failover modes is AUTO, and the default for Failback mode is
DISABLE.

9 Do one of the following:

+ If you are configuring a new resource, click Next, then continue with Section 11.10,
“Configuring Preferred Nodes and Node Failover Order for a Resource,” on page 220.
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¢ Click Apply to save your changes.

Changes for a resource’s properties are not applied while the resource is loaded or running
on a server. You must offline, then online the resource to activate the changes for the
resource.

11.10 Configuring Preferred Nodes and Node Failover

220

Order for a Resource

The Preferred Nodes page allows you to assign nodes to use for the resource. You also sequence the
list of nodes to specify the preferred order that the nodes will be tried when a resource is brought
online after its current node fails or if you do not specify a node when you bring the resource online.
Changes are not allowed for the Preferred Nodes list for the Master IP Address Resource.

By default, a new resource is configured to run on all nodes, including future nodes. If its preferred
node list is ever changed (directly or indirectly) by administrators, future nodes are not automatically
added to the resource’s preferred nodes list.

IMPORTANT: Ensure that you prepare the node for the services in the resource before you migrate
or fail over the resource to it.

If you are creating a new cluster resource, the Preferred Nodes page should already be displayed. If
you are assigning nodes for an existing resource, the Preferred Nodes page is displayed as part of
the Resource Policies page. You can start with Step 6.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.
4 Select the cluster resource to open its Properties page.
You can also select the box next to the cluster resource, then click the Details link.
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5 On the Properties page, click the Preferred Nodes tab.

My Clusters > clus1 nesnovell > POOL_D_SERVER

# POOL_D_SERVER

Policies \ Monitoring Preferred (OGS Seripts | Protocols | Business Continuity

View or change the preferred nodes for this cluster resource.

Assigned: Unassigned:

avalon = dorset -
newcastle fairfax

london
brighton
merrifield

HE @

oK | Cancel | Apply |

6 From the Unassigned Nodes area, select a node that the resource can use, then click the right-
arrow button to move the selected node to the Assigned Nodes area.

Repeat this step for all of the cluster nodes you want to assign to the resource.

7 From the Assigned Nodes area, select a node that you want to unassign from the resource, then
click the left-arrow button to move the selected node to the Unassigned Nodes area.

8 Use one of the following methods to change the preferred failover order of the nodes assigned to
a resource:

+ Arrows: Select one of the assigned nodes by clicking on it, then click the up-arrow and

down-arrow buttons to move the node up or down in the list. The page refreshes between
each click on an arrow.

Edit: Open the Preferred Nodes Edit function by clicking the Edit pen icon, list the assigned

nodes in the preferred failover order with one node per line, then click OK to accept the
revised order.

Be careful to not alter the names of the nodes while editing the list. If you remove nodes

from the list in the Edit view, the removed nodes are automatically added to the Unassigned
Nodes area when you save.

Edit Preferred Node List

dorset
fairfax
london
Brighton
merrifield
avalon
newcastle

oK | Cancel |
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9 At the bottom of the Preferred Nodes page, click Apply or OK to save the changes you made.

The new list and failover order take effect immediately for OES 2015 and later clusters, with the
latest patches applied. It can take a few minutes for eDirectory to synchronize so the node can
retrieve the updated list.

10 (OES 2015) Offline the resource, then online it again to apply the revised preferred nodes list
and failover order.

11 (Optional) Use the following command on the node where the resource is running to list the
preferred nodes for the resource, and verify that the resource has the updated list.

cluster migrate <resource name> -list

11.11 Configuring Resource Priorities for Load Order

Cluster resource priorities control the load order of a resource relative to other cluster resources on
the same cluster node when bringing up a cluster, or during a failover or failback. This is useful for
ensuring that the most critical resources load first and are available to users before less critical
resources.

The Resource Priority setting controls the order in which multiple resources start on a given node
when the cluster is brought up or during a failover or failback. For example, if a node fails and two
resources fail over to another node, the resource priority determines which resource loads first.

1 In iManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.

4 On the Cluster Options page, click the Properties button above the Cluster Objects table to view
the Cluster Properties dialog box.

My Clusters = clus1 ncs.novell

& clus1.ncs.novell K

View cluster resource configuration information and administer cluster resources for the selected cluster.

Cluster Manager |\ BCC Manager | Cluster Event Log U8 15 CTRa il |

Cluster Objects

Mew | Delete | Details 13 ltem(s)
[] Type E| HName IP Address  Distinguished Name Pool Hame

| ] Master |P Address Resource 13768567134 cn=clusl.ou=ncs.o=novell

O @ avalon 1378567.37  cn=avalon.cn=clus1.ou=ncs.o=novell
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5 In the Cluster Properties dialog box, click the Priorities tab.

& clus1.ncs.novell z

Policies Prieritie: Protocols | RME Groups | Business Continuity

“iew or change cluster resource priorities.

Resource Priorities:

POOL1_SERVER
lvol1_server

POOLZ_SERVER
POOLS_SERVER
POOL3_SERVER
POOL4_SERVER
lvol2_server

@E @

oK | Cancel | Apply |

6 Use either of the following methods to change the load order (from highest priority to lowest
priority) of a resource relative to other cluster resources on the same node:

+ Arrows: Select a resource in the list by clicking on it, then click the up-arrow or down-arrow
buttons to move the resource up or down in the list. The page refreshes between each click
on an arrow.

+ Edit: Open the Resource Priority Edit function by clicking the Edit pen icon, list the
resources in the preferred load order with one resource per line, then click OK to accept the
revised order.

Be careful to not alter the names of the resources while editing the list.

Edit Cluster Resource Priorities 3|

POOL1_SERVER
Ixvol1_server

POOL2_SERVER
Ixvol2_senver

POOLS_SERVER
POOL3_SERVER
POOL4_SERVER

ok | Cancel |

7 Click Apply or OK to save changes and close the Cluster Properties dialog box.

11.12 Configuring Resource Mutual Exclusion Groups

The Resource Mutual Exclusion (RME) Groups feature allows you to define sets of resources that
must not run on the same node at the same time. You might need to use RME Groups for resources
when an application does not want its resource to run concurrently on the same node as other
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applications. You can also use RME Groups if you run multiple instances of a service in the same
cluster and they should run on different nodes. This Clusters plug-in feature is available only for OES
2 SP3 and later servers.

For example, because of the designs and supported configurations of Novell iPrint and GroupWise,
the GroupWise and iPrint resources should not run on the same node at the same time. In addition,
multiple iPrint server instances cannot be hosted on the same node. To avoid resource assignment
conflicts, you could create an RME Group that consists of the GroupWise resource and the multiple
iPrint resources.

¢ Section 11.12.1, “Understanding Resource Mutual Exclusion,” on page 224

¢ Section 11.12.2, “Setting Up RME Groups,” on page 226

¢ Section 11.12.3, “Viewing RME Group Settings,” on page 227

Understanding Resource Mutual Exclusion

Resource Mutual Exclusion is the practice of letting a node run only one of the resources in an RME
Group at a time. The resources can run concurrently on different nodes.

+ “How RME Groups Work” on page 224

+ “Rules for Node Assignment” on page 224

+ “Examples” on page 225

¢ “Planning for RME Groups” on page 225

How RME Groups Work

When RME Groups exist, Novell Cluster Services does the following:
+ |t does not allow resources that are members of the same RME Group to run on the same node
at the same time.
+ |t evaluates the exclusions together, but separately enforces each group of exclusions.

Rules for Node Assignment

When a resource is brought online, Cluster Services honors the resource settings in the following
order:

1. Resource Follows Master
2. Resource Mutual Exclusion Group
3. Preferred Nodes list

When onlining, migrating, or failing over a resource onto a node, Cluster Services evaluates RME
settings to check if the resource is a member of any RME Groups, then assesses whether any one of
the other resources in the RME Groups that the resource belongs to is already running there. If
another resource from the same RME Group is running on the node, the situation is handled as if the
node was not on the resource’s Preferred Nodes list. The checking process repeats itself with another
node as a candidate until a suitable node is found, or until the resource’s Preferred Nodes list is
exhausted.

Resources that are not members of any of the RME Groups are not restricted. They are allowed to
run at any time and in any combination on any node in their Preferred Nodes lists.
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Examples

If you try to cluster migrate a resource to a node where another member of its RME group is running,

the resource is not migrated and remains in the Running state on the node where it is currently

loaded. Only one resource in the group is allowed to run on the node at a time.

If you try to cluster migrate multiple resources in an RME Group to the same node, the resources are
brought online on different nodes. Only one of the resources (randomly selected) is brought online on
the specified node. The other resources are migrated to different nodes in their Preferred Nodes lists.

Planning for RME Groups

An RME Group can contain any combination of the resources that are available to the cluster.

Resources that are members of the same group are not allowed to run concurrently on a node. A

resource can be a member of more than one group.

You can define up to four groups (Group A, Group B, Group C, and Group D). The group names are
fixed; they cannot be custom.

For example, the following image shows an RME Groups page where three groups (A, B, and D)

have been defined. The selected check boxes in a column indicate which resources belong to that
group. Group A has four member resources, and Group B and Group D have three members each.

The AUTO _POOL_12 SERVER resource belongs to Group A and Group B. It has mutually exclusive

relationships with two different sets of resources, and each exclusion is managed separately.

Figure 11-1 Sample RME Groups

3# clus1.nce.novell

Policies | Priorities mnh@_mﬂmm&uﬂy

Views or change Resource Mutual Exclusicn (RME) group sattings.

Hame
AR P00, _14_SEFVER
AUTO PO0L_13_SERYVER
AUTO PO _1Z_SERVER
AT P00 1 1 _SERYER
AUTO_ PO _10_SERVER
AUTO_ PO, _0rs_SERVER
ATO_PO0_d_ZERVER
AUTO_ PO OF_SERVER
AITO_PO0L_08_ZERVER
Ta_PDOL_0%_ZERVER
AITO_POOL_0d_ZERVER
ATO_P#D0L_03_SEFVER
ATO_PO0L_0F_SEFVER
AT PO0L_08_SERVER

Master_I®_dckdrass Reicurcs

Group & droup B Oreup & Orewp [

)

£l ]

TR SN .
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RME Groups are supported when all cluster nodes are running a supported platform. If you are
managing an older version of Novell Cluster Services (without the RME code) from a new Clusters
plug-in for iManager, the tables on the RME Groups page are shown as No items. You cannot set up
RME Groups for clusters running on older platforms.

Figure 11-2 Sample RME Groups Page for an Unsupported Platform

& clus1.ncs.novell ?

Policies | Priorities | Protnculam Business Continuity

Wiew or ¢

change Resource Mutual Exclusion (RME) group settings.

RME Groups

Name

Group A GroupB Group C Group D

No item

5

OK

| Cancel | Apply |

If you are upgrading from an OES 2 SP2 or NetWare cluster, the RMS Groups are not available. You
should wait until the rolling cluster upgrade has been completed on all nodes before you define RME
Groups. If you define RME Groups while the cluster is in a mixed-mode condition, the RME Groups
are honored only if the resource fails over to a cluster node where the new OS is running.

Setting Up RME Groups

To define sets of resources that must not be assigned to the same node at the same time:

1
2

In iManager, select Clusters > My Clusters.
Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.

4 On the Cluster Options page, click Properties, then click the RME Groups tab.

The RME Groups page lists the resources in the cluster and columns for four possible RME
Groups for the cluster. In each Group’s column, the check boxes correspond to the resources
listed at the left.

If you are managing an older version of Novell Cluster Services (without the RME code) from a
new Clusters plug-in for iManager, the tables are shown as No items. You cannot set up RME
Groups for clusters running on older platforms.

To set up the members in a group, select the check boxes in the same column for two or more
resources that must not be assigned on the same node at the same time.

The selected resources in a column are not allowed to run concurrently on a node. A resource
can be a member of more than one group. You can define up to four groups (A, B, C, and D).
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& clus1.ncs.novell

Policies | Priorities | Protocols J:11[I711 L8 Business Continuity |

Wiew or change Resource Mutual Exclusion (RME) group settings.

Group A GroupB Group C Group D

Name

bovol1_server O (] O
Ixvol2_server O O
Master_IP_Address_Resource [ O O O
POOL1_SERVER (m] O ]
POOL2_SERVER ] (m] [m] ]
PDOL3_SERVER O O O O
POOL4_SERVER O O O ]
POOLS_SERVER 0 0 O 0

6 Click OK or Apply to save your changes.

Viewing RME Group Settings

The RME Groups settings are displayed in the following locations:

+ “RME Groups in the Cluster Report” on page 227
+ “RME Groups Configuration Page” on page 228

RME Groups in the Cluster Report

The Cluster Report has an RME Groups section that lists the member resources of each group.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster you want to manage.

3 Click Run Report, then scroll down to view the RME Groups.

The RME Groups section lists only the resources in the cluster that are members in each of the

RME Groups.

For example, the following report shows the members for Groups A, B, and D. Group C has no

defined members. The AUTO POOL_12 SERVER resource belongs to two RME Groups. It has

mutually exclusive relationships with two different groups of resources. These exclusions are
managed separately.

Resource Mutual Exclusion (RME) Groups

Group &

AUTO_POCL_12_SERVER
ALTO_POCL_09_SERVER
AUTO_POCL_06_SERVER
AUTO_POCL_02_SERVER

Group B

AUTO POOL_14_SERVER
AUTO_POOL_12_SERVER
AUTO_POOL_05_SERVER

Group C  Growp D

AUTO_POOL_10_SERWER
BUTO_POOL_07_SERWER.
Master_|P_gsddress_Rescirce
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11.14

RME Groups Configuration Page

The RME Groups configuration page displays all possible resources, and indicates membership by
the check boxes that are selected in the same column under the RME Group Name.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 Select the Cluster Options tab.
4 Click Properties, then click the RME Groups tab.

The RME Groups configuration page lists the all of the resources in the cluster. The selected
check boxes in the same group column indicate their memberships in the four possible RME
Groups.

Controlling Resource Monitoring

You can use the cluster monitor command to start, stop, or view the status of monitoring for a
specified cluster resource. Issue the command as the root user from the node where the resource is
currently loaded:

cluster monitor <resourcename> {start | stop | status}

Monitoring must be enabled for the resource. For instructions, see Section 11.7, “Enabling Monitoring
and Configuring the Monitor Script,” on page 212.

Changing the IP Address of a Cluster Resource

Typically, IP addresses for cluster resources are assigned for the life of the resource. You can modify
the IP address of a cluster resource if desired. For example, you might need to assign a cluster and
its resources to a different IP subnet.

Your setup must meet the following prerequisites:

+ The resource must be in the Offline state in order to change its IP address.

+ The new IP address must be unique in the network and available. It must satisfy the
requirements described in Section 4.2, “IP Address Requirements,” on page 40.

+ eDirectory must be running and working properly when you attempt to modify the IP address for
the cluster resource.

Use the procedures in this section to modify the IP address for cluster resources:

¢ Section 11.14.1, “Pool Cluster Resource,” on page 229

¢ Section 11.14.2, “Non-Pool Cluster Resources,” on page 230
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Pool Cluster Resource

You can change the IP address of a pool cluster resource by using the Protocols page in the
resource’s Properties in the Clusters plug-in for iManager. Ensure that you take the pool cluster
resource offline before attempting to change its IP address. When you save the change, the load,
unload, and monitor scripts are automatically updated with the new IP address. It also automatically
updates the resource’s IP address that is stored in its NCP Virtual Server object.

1 In iManager, select Clusters > My Clusters.
2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

3 On the Cluster Manager page, select the check box next to the pool cluster resource that you
want to manage, then click Offline.

Wait until the resource reports an Offline status before continuing.
4 Select the pool cluster resource to open its Properties page.
5 Select the Protocols tab.

@ POOL_D_SERVER @

Policies ' Monitoring . Preferred Nodes | ScriplsBusiness Continuity

View or change 1
other than busi

fitual Server Name, Pool IP Address, Advertising Protocols and. if nec
nuity changes made to a resource will not take affect urtil the resq

y the CIFS Server Name for this cluster pool resource. Changes
s reloaded.

Virtual Server Name: CLUS1-POOL-D-SERVER. ou=ncs, o=novell
CIFS Server Name:  CLUS1-POOL-D-W

IP Address | 10.10.10.41 |
Advertising Protocols:

AFP

CFs

¥l nep

oK | Cancel | Apply |

6 In the IP Address field, type the new IP address for the cluster resource in IPv4 dotted decimal
format (four octets of the address expressed individually in decimal and separated by periods).

For example, type:
10.10.10.43

7 Click OK to save and apply the changes.

The Cluster Options page opens. The new IP address is displayed for the pool cluster resource.

& clust.nes.novel [zl
Vizw cluster resource configuration infarmation and administer chister (esources for the selected cluster.
Cluster Manager . BCC Manager | Cluster Event Log /£ & 75 (- g1 1 ‘
Cluster Objects
New | Delete | Detais 15 Itemis)
[] Type E Hame IPAddress  Distinguished Hame Pool Hame
[ 4  Wbster IP Address Resource 10.1010.134  cn=clusl.ou=ncs.o=novel
O @ avalon 10.10.10.37 cn=avalon.cr=clus1.ou=ncs.o=novell
O [ POOL D SERVER 10.10.10.43 cn=CLUS1-POOL-D-SERVER ou=ncs.o=novell POOL_D
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8 (Optional) Verify that the IP address has been changed in the pool cluster resource’s load,

unload, and monitor scripts.

8a On the Cluster Options page, select the cluster resource to open its Properties page, then
select the Scripts tab.

8b Select the Load, Unload, and Monitor options in turn, and review the scripts to verify that the
resource |IP address has been changed in all of the relevant places.

9 Select the Cluster Manager tab.
10 On the Cluster Manager page, select the check box next to the pool cluster resource, then click

Online.

Wait until the resource reports an Online status before continuing to ensure that the resource is
working properly.

Non-Pool Cluster Resources

The properties for non-pool cluster resources do not include a Protocols page. You can change the IP
address of a non-pool cluster resource by changing the IP address value for the RESOURCE_IP
variable in its load, unload, and monitor scripts.

1 IniManager, select Clusters > My Clusters.

2 Select the cluster that you want to manage.

If the cluster does not appear in your list, add the cluster to your list as described in Section 9.2,
“Setting Up a Personalized List of Clusters to Manage,” on page 121.

On the Cluster Manager page, select the check box next to the non-pool cluster resource that
you want to manage, then click Offline.

Wait until the resource reports an Offline status before continuing.
Select the cluster resource to open its Properties page.

5 Change the IP address value for the RESOURCE_IP variable in the load, unload, and monitor

scripts:
5a Select the Scripts tab.
It automatically opens to the Load Script page.
5b On the Load Script page, type the new IP address in the RESOURCE_IP variable, then

click Apply.

5¢c Click Unload Script, type the new IP address in the RESOURCE_IP variable, then click
Apply.

5d Click Monitor Script, type the new IP address in the RESOURCE_IP variable, then click
Apply.

5e Click OK to return to the Cluster Options page.
Select the Cluster Manager tab.

On the Cluster Manager page, select the check box next to the cluster resource, then click
Online.

Wait until the resource reports an Online status before continuing to ensure that the resource is
working properly.
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11.15 Renaming a Cluster Resource

A cluster rename command is available that allows you to rename a cluster resource. Renaming
the resource does not modify the virtual server name (the NCS:NCP Server object, such as cL134-
POOL1-SERVER). Renaming the cluster resource modifies only the name of the Cluster Resource
object; it does not rename the clustered pool or clustered LVM volume that is managed by the
resource.

For an NSS pool cluster resource, renaming the cluster resource does not rename the pool and the
resource scripts. For information about modifying the name of a cluster-enabled pool, see
Section 13.12, “Renaming a Clustered NSS Pool,” on page 277.

For a Linux LVM cluster resource, renaming the cluster resource does not rename the LVM volume
and update the resource scripts. For information about modifying the name of a cluster-enabled LVM
volume, see Section 14.9, “Renaming a Clustered LVM Logical Volume,” on page 388.

Your setup must meet the following prerequisites:

+ This command must be issued from the master node.

+ The resource must be in the Offline state in order to be renamed.

+ The new name must not exist prior to the renaming.

+ eDirectory must be running when you attempt to rename cluster resource.

To rename the cluster resource:

1 Log in to the master node in the cluster as the root user, and open a terminal console.
2 Offline the cluster resource that you want to rename by entering

cluster offline <resource name>
For example:
cluster offline POOL1_ SERVER

You can use the cluster status command to verify that the resource reports an offline state
before you continue.

3 Rename the cluster resource by entering
cluster rename <resource name> <new_resource name>
For example:

cluster rename POOL1_SERVER custom name22
Resource 'POOL1l_SERVER' has been renamed to 'custom name22'.

4 Online the cluster resource by entering
cluster online <new resource name>
For example:

cluster online custom name22
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11.16 Deleting Cluster Resources, or Disabling
Clustering for a Pool, LVM Volume Group, or
Service

You can delete a cluster resource for any of the following reasons:

+ You want to re-create a Cluster Resource object. You want to remove the related objects in
eDirectory and get the shared storage ready so that the resource can be re-created cleanly.

To delete a resource and create a new one with the same name, you must wait to create the new
one until eDirectory synchronizes all of the objects in the tree related to the deleted resource.

+ You want to disable clustering for the shared storage managed by the resource. Afterwards, you
will assign the SAN device to only a single node in the cluster. The storage will be available via
the node’s IP address instead of the cluster resource IP address.

+ You want to disable clustering for the shared service. The service will be available via the node’s
IP address instead of the cluster resource IP address.

+ You want to delete the shared storage managed by the resource. Afterwards, data is no longer
available on any node in the cluster.

We strongly recommend that you delete cluster resource objects only from the master node in the
cluster. Ensure that you take the cluster resource offline before you attempt to delete the cluster
resource, or before you attempt to delete cluster-enabled shared storage managed by the resource.

WARNING: If you attempt to delete a storage cluster resource without first taking it offline, deletion
errors occur, and the data associated with the clustered storage is not recoverable.

All resource configuration must happen from the master node. On the Cluster Options page for
iManager, you are automatically connected to the Cluster object, which is associated with the master
node. On the Storage > Pools page for iManager, connect to the Cluster object, not to the individual
servers. Run NSSMU only on the master node.

Use the following procedure to delete a cluster resource:

1 If the resource is on a non-master node in the cluster, migrate it to the master node.

As the root user, open a terminal console, then enter
cluster migrate <resource name> <master_node_name>

The master node must be in the resource’s preferred nodes list. To view or modify the list, see
Section 11.10, “Configuring Preferred Nodes and Node Failover Order for a Resource,” on
page 220.

2 If the cluster resource is online, take it offline by using one of the following methods:
+ Enter the following at the command prompt as the root user:

cluster offline <resource name>

Use the cluster status command to verify that the resource has a status of Offline before
you continue.

+ In iManager, go to Clusters > My Clusters, then select the cluster. On the Cluster Manager
page, select the check box next to the cluster resource, then click Offline.

Refresh the Cluster Manager page to verify that the resource has a status of Offline before
you continue.
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3 IniManager, use the Clusters plug-in to delete the cluster resource.

3a Select Clusters > My Clusters, then select the cluster.

3b
3c

3d

3e

Select the Cluster Options tab.
Select the check box next to the resource, then click Delete.

This deletes the Cluster Resource object. It does not delete the storage or service
represented by the object.

For a pool cluster resource, this also deletes the related NCP virtual server object, Pool
object, and Volume object.

For an NCP-enabled LVM cluster resource, this also deletes the related NCP virtual server
object and Volume object.

When you are prompted to confirm the deletion, click OK to continue, or click Cancel to
abort the deletion.

In the View Objects in iManager, browse to verify that the Cluster Resource objects and
related objects were removed from eDirectory.

If necessary, you can manually delete the objects. In iManager, go to Directory
Administration > Delete Objects, select the objects, then click OK.

4 If the deleted resource was a pool cluster resource, use the Update eDirectory function to re-
create Storage objects for the pool and its volumes.

4a

4b
4c

4d
4e
Af

49
4h

In iManager, select Storage > Pools, then select the master node if you plan to re-create the
storage object, or select the node where you want the pool to reside as a locally available
pool.

Select the pool, then click Activate.
Select the pool, then click Update eDirectory.

This creates a Pool object in eDirectory with a name format of
<server name> <pool name> POOL.

Select Storage > Volumes. The server should still be selected.
Select the volume, then click Mount.
Select the volume, then click Update eDirectory.

This creates a Volume object in eDirectory with a name format of
<server name> <volume names.

Repeat Step 4d through Step 4f for each volume in the pool.
In the View Objects, browse to verify that the Pool object and Volume object were created.
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For example, the following View Objects shows the Pool object avalon POOLD POOL and
the Volume object avalon VOLD were created for server avalon.

Tree \ Browse |\ Search

Context: [ niovell ]

Mame: | * |

Type: All Available Types

Load Apply Save

Objects: Multiple Select

f E avalon WOLD @l

ﬁ avalon
avalon-PS
% LOAP Server- avalon

LOAP Group - avalon
Http Server- avalon
SAS Service - avalon

Dl

i mitn e

svalon

TR

SSL CerificateDNS - avalon

13

SSL CertificatelP - avalon

[

g] SNMP Group - avalon
@ UNIX Workstation - avalon
UNIX Config
@ avalon POOLD POOL |

<= Previous | Mext == | [0

5 Do one of the following:

+ Re-create the cluster resource: Use the Clusters plug-in to cluster-enable the storage
area.

+ To cluster-enable a pool, see Section 13.5, “Cluster-Enabling an Existing NSS Pool
and Its Volumes,” on page 259.

+ To cluster-enable a Linux LVM volume group and logical volume, see Section 14.4.2,
“Creating a Generic File System Cluster Resource for an LVM Volume Group,” on
page 364 and Section 14.5, “Creating a Virtual Server Object for an LVM Volume
Group Cluster Resource,” on page 373.

To re-create the cluster resource with the same name, you must wait to create the new one
until eDirectory synchronizes all of the objects in the tree related to the deleted resource.

+ Use the non-clustered pool: Unshare the devices that contribute space to the pool, then
use a third-party SAN management tool to assign the devices to only the desired server.

1. IniManager, go to Storage > Devices, then select the desired server (the one you
specified in Step 4).

2. Select the device.
3. Deselect the Shareable for Clustering check box, then click Apply.

Unsharing a device fails if the device contains a cluster-enabled pool or split-brain
detector (SBD) partition. This is unlikely to be an issue if you used a dedicated device
(or devices) for the pool where you have disabled clustering.

4. Repeat these steps for each device that contributes space to the pool.

5. Use a third-party SAN management tool to assign the devices to only the desired
server.

6. Provide the node’s IP address to users.
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¢ Use the non-clustered Linux LVM volume: The LVM volume group uses the entire
device. Clustered LVM (cLVM) still recognizes the multiple-node assignments from the
SAN.

1. Use athird-party SAN management tool to assign the device to only the desired server.
2. Provide the node’s IP address to users.

¢ Use the non-clustered service: Modify information for your users so that they access the
local node’s IP address instead of a clustered service IP address.

+ Delete the pool or LVM volume group: If you do not want to keep the data, delete the
shared storage area.

WARNING: Deleting a pool or a Linux LVM volume group destroys all data on it.

+ For shared NSS pools and volumes, use NSSMU, the Storage plug-in to iManager, or
the nlvm delete pool <pool name> command. Deleting the pool automatically
deletes the volumes on it.

¢ For Linux LVM volume groups, use NSSMU or the nlvm delete linux volume
<volume name> command. These tools automatically delete the LVM logical volume
and logical volume group. If the volume was NCP-enabled, it also deletes the related
NCP volume.

11.17 Additional Information for Creating Cluster
Resources

Cluster resources can be configured for storage, services, or virtual machines.

+ Section 11.17.1, “Creating Storage Cluster Resources,” on page 235
¢ Section 11.17.2, “Creating Service Cluster Resources,” on page 236

¢ Section 11.17.3, “Creating Virtual Machine Cluster Resources,” on page 236
11.17.1 Creating Storage Cluster Resources
For information about creating cluster resources for shared storage on Linux, see the following:

Table 11-3 Cluster-Enabling Shared Storage

Shared Storage Refer to

NSS pools and volumes Chapter 13, “Configuring and Managing Cluster
Resources for Shared NSS Pools and Volumes,” on
page 241

Linux POSIX volumes Chapter 15, “Upgrading and Managing Cluster

Resources for Linux POSIX Volumes with CSM
Containers,” on page 405

NCP volumes “Configuring NCP Volumes with Novell Cluster
Services” in the OES 2015 SP1: NCP Server for Linux
Administration Guide

Dynamic Storage Technology shadow volume pairs “Configuring DST Shadow Volume Pairs with Novell
(shared NSS pools and volumes configured as DST Cluster Services” in the OES 2015 SP1: Dynamic
pairs) Storage Technology Administration Guide
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11.17.2 Creating Service Cluster Resources

For information about creating cluster resources for various services, see Chapter 12, “Quick
Reference for Clustering Services and Data,” on page 237.

11.17.3 Creating Virtual Machine Cluster Resources

If you install Novell Cluster Services at the host level of an OES virtualized server, you can create
cluster resources for the virtual machines. See Section 16.2, “Virtual Machines as Cluster
Resources,” on page 428.
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Quick Reference for Clustering Services
and Data

You can use Novell Cluster Services to provide high-availability access to OES services and some
Linux services. See the tables in this section for links to information about how to configure cluster
resources for services and data.

+ Table 12-1, “Clustering OES Services with Novell Cluster Services,” on page 237

+ Table 12-2, “Clustering Storage with Novell Cluster Services,” on page 238

¢ Table 12-3, “Clustering Linux Services with Novell Cluster Services,” on page 239

Table 12-1 Clustering OES Services with Novell Cluster Services

OES Service For clustering information, see

Certificate Server The NetlQ Certificate Server is not cluster-enabled. The Certificate Server
service issues Server Certificate objects that might need to reside on each
node in a cluster, depending on the service that is clustered.

See “eDirectory Server Certificates” in the OES 2015 SP1: Novell Cluster
Services NetWare to Linux Conversion Guide.

DFS VLDB “Clustering Novell Distributed File Services” in the OES 2015 SP1: Novell

o ) ) Distributed File Services Administration Guide for Linux.
(Distributed File Services

volume location database)

DHCP Server In the OES 2015 SP1: DNS/DHCP Services for Linux Administration
Guide, see:

+ “Configuring DHCP with Novell Cluster Services for the NSS File

System”
+ “Configuring DHCP with Novell Cluster Services for the Linux File
System”
DNS Server “Configuring DNS with Novell Cluster Services” in the OES 2015 SP1:
DNS/DHCP Services for Linux Administration Guide.
eDirectory eDirectory is not clustered because it has its own replica system.
File, AFP (Apple Filing “Configuring AFP with Novell Cluster Services for an NSS File System” in
Protocol) the OES 2015 SP1: Novell AFP for Linux Administration Guide.
File, CIFS “Configuring CIFS with Novell Cluster Services for an NSS File System” in

) ) ) the OES 2015 SP1: Novell CIFS for Linux Administration Guide.
(Windows File Services)

File, NetStorage “Configuring NetStorage with Novell Cluster Services” in the OES 2015
SP1: NetStorage Administration Guide for Linux.

File, Samba “Configuring Samba for LVM Volume Groups and Novell Cluster Services”
in the OES 2015 SP1: Novell Samba Administration Guide.
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OES Service For clustering information, see

iFolder 3.9 “Clustering iFolder Servers with Novell Cluster Services for Linux” in the
Novell iFolder 3.9.2 Administration Guide.

iPrint “Configuring iPrint with Novell Cluster Services” in the OES 2015 SP1:
iPrint Linux Administration Guide.

Table 12-2 Clustering Storage with Novell Cluster Services

Storage For clustering information, see

Storage, Dynamic Storage Technology (DST) shadow “Configuring DST Shadow Volume Pairs with Novell
volume pairs built with NSS volumes Cluster Services” in the OES 2015 SP1: Dynamic
Storage Technology Administration Guide.

Storage, Linux POSIX volumes on legacy CSM Chapter 15, “Upgrading and Managing Cluster
(Cluster Segment Manager) containers Resources for Linux POSIX Volumes with CSM
Containers,” on page 405.

Storage, LVM volume groups and logical volumes Chapter 14, “Configuring and Managing Cluster
Resources for Shared LVM Volume Groups,” on
page 333.

Storage, NCP volumes + Section 14.6, “Enabling NCP File Access for a

Clustered LVM Volume,” on page 379.

* “Configuring NCP Volumes with Novell Cluster
Services” in the OES 2015 SP1: NCP Server for
Linux Administration Guide.

¢ “Clustering LVM Volume Groups with Novell
Cluster Services” in the OES 2015 SP1: Linux
POSIX Volume Administration Guide.

¢ “Create Linux Volume” in the OES 2015 SP1:
NLVM Reference.

Storage, NSS pools and volumes Chapter 13, “Configuring and Managing Cluster
Resources for Shared NSS Pools and Volumes,” on
page 241.
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Table 12-3 Clustering Linux Services with Novell Cluster Services

Linux Service

For clustering information, see

Apache Web Server

“Apache HTTP Server” in the OES 2015 SP1: Novell
Cluster Services NetWare to Linux Conversion Guide.

File, FTP “Cluster Enabling Pure-FTPd in an OES 2015 SP1
Environment” in the OES 2015 SP1: Planning and
Implementation Guide.

MySQL “Configuring MySQL with Novell Cluster Services” in

the OES 2015 SP1: Web Services and Applications
Guide.

A MySQL template is available that uses a shared
LVM volume group and logical volume that you have
already created.

Xen virtual machines

Section 16.2, “Virtual Machines as Cluster
Resources,” on page 428.

You can use XEN and XENLive resource templates to
configure virtual machines as cluster resources that
can be failed over between host (DomQ) environments.
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Configuring and Managing Cluster
Resources for Shared NSS Pools and
Volumes

After you have installed and configured Novell Cluster Services on a server, you can configure Novell
Storage Services (NSS) pool cluster resources. This section describes how to create and cluster-
enable shared NSS pools volumes as pool cluster resources with Novell Cluster Services.

*

*

Section 13.1, “Requirements for Creating Pool Cluster Resources,” on page 242

Section 13.2, “Guidelines for Using Pool Cluster Resources,” on page 246

Section 13.3, “Initializing and Sharing a SAN Device,” on page 248

Section 13.4, “Creating Cluster-Enabled Pools and Volumes,” on page 251

Section 13.5, “Cluster-Enabling an Existing NSS Pool and Its Volumes,” on page 259
Section 13.6, “Configuring a Load Script for the Shared NSS Pool,” on page 265

Section 13.7, “Configuring an Unload Script for the Shared NSS Pool,” on page 268
Section 13.8, “Configuring a Monitor Script for the Shared NSS Pool,” on page 269

Section 13.9, “Adding Advertising Protocols for NSS Pool Cluster Resources,” on page 271
Section 13.10, “Adding NFS Export for a Clustered Pool Resource,” on page 272

Section 13.11, “Mirroring and Cluster-Enabling Shared NSS Pools and Volumes,” on page 273
Section 13.12, “Renaming a Clustered NSS Pool,” on page 277

Section 13.13, “Renaming a Clustered NSS Volume,” on page 289

Section 13.14, “Renaming the Mount Point Path for a Shared NSS Volume (Using a Custom
Mount Point for a Shared NSS Volume),” on page 301

Section 13.15, “Changing the Name Space for a Clustered NSS Volume,” on page 307
Section 13.16, “Adding a Volume to a Clustered Pool,” on page 308

Section 13.17, “Changing an Assigned Volume ID,” on page 309

Section 13.18, “Expanding the Size of a Clustered Pool,” on page 310

Section 13.19, “Deleting NSS Pool Cluster Resources,” on page 322

Section 13.20, “Disabling Clustering for a Pool,” on page 322

Section 13.21, “Deleting and Re-Creating a Pool Cluster Resource (Disabling and Re-Enabling
Clustering for a Pool),” on page 324

Section 13.22, “Deleting a Clustered Pool,” on page 328
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13.1

13.1.1

13.1.2

13.1.3

242

Requirements for Creating Pool Cluster

Resources

Your system must meet the requirements in this section in addition to the cluster requirements
described in Chapter 4, “Planning for Novell Cluster Services,” on page 37.

*

*

*

*

Novell Cluster Services must be installed, configured, and running when you share devices and when

Section 13.1.1, “Novell Cluster Services,” on page 242
Section 13.1.2, “Resource IP Address,” on page 242
Section 13.1.3, “eDirectory,” on page 242

Section 13.1.4, “Novell Storage Services,” on page 243
Section 13.1.5, “Shared Storage,” on page 244
Section 13.1.6, “NCP Server for Linux,” on page 244
Section 13.1.7, “Novell CIFS for Linux,” on page 245
Section 13.1.8, “Novell AFP for Linux,” on page 246
Section 13.1.9, “Novell Samba,” on page 246

Section 13.1.10, “Domain Services for Windows,” on page 246

Novell Cluster Services

you create manage the shared NSS pools and volumes. The cluster must be active.

Resource IP Address

Each NSS pool cluster resource requires a unique static IP address. The IP address is used to

provide access to and failover capability for the pool cluster resource. Users access the pool by using
the resource IP address instead of the server IP address where the pool is active. The IP address you
assign to the pool remains assigned to the pool regardless of which server in the cluster is accessing

the pool.

IMPORTANT: The IP address for the virtual server must be in the same IP subnet as the server

nodes in the cluster where you plan to use it.

Novell Cluster Services requires that eDirectory be running and working properly when you cluster-

eDirectory

enable a pool and when you manage the pool.
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13.1.4

Novell Storage Services

NSS must be installed and running on each server in the cluster. For information about installing NSS
and managing NSS pools and volumes, see the OES 2015 SP1: NSS File System Administration
Guide for Linux. For information about using NLVM commands, see OES 2015 SP1: NLVM
Reference.

In addition, the following requirements must be met:

+ “Pool” on page 243

+ “Volume” on page 243

+ “Naming Conventions” on page 243

+ “Pool Cluster Resource Name” on page 244

+ “Location of Cluster, Server, and Storage Objects” on page 244

Pool

We recommend that your pool cluster resource be one device, one pool, one volume. You can create
a pool up to 8 TB in size on a single device by formatting the device in GPT format.

You can create and cluster-enable a shared NSS pool by using the Storage plug-in for iManager, the
server-based NSS Management Utility (nssmu), or the Novell Linux Volume Manager (NLVM)
command line interface. You can also use these tools to create NSS volumes on the shared pool.
These tools interact with Novell Cluster Services to create the pool cluster resource.

You can cluster-enable an existing NSS pool by using the Clusters plug-in for iManager.

Volume

You must create at least one volume in the shared pool. Typically, you create all volumes for a shared
pool when you set up the pool cluster resource and before you need to cluster migrate or fail over the
resource to a different node in the cluster.

For information about using antivirus software with NSS volumes, see “Antivirus Support for NSS” in
the OES 2015 SP1: NSS File System Administration Guide for Linux and “McAfee Antivirus Requires
Additional Configuration” in the OES 2015 SP1: Planning and Implementation Guide.

Naming Conventions

Pool names and volume names must comply with the same naming conventions. Names must be 2
to 15 characters in length. Novell Cluster Services supports pool names with characters Ato Z,0to 9,
and underscores (_). The name cannot begin or end with an underscore; it cannot contain multiple

adjacent underscores (__). It does not allow the following special characters in a shared pool hame:

1@#S%& ()

IMPORTANT: Before you cluster-enable an existing NSS pool, you must rename the pool and its
volumes to use names that do not contain special characters.
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13.1.5

13.1.6

Pool Cluster Resource Name

The pool name is used to form the default name of the pool cluster resource and the virtual server
(the NCS:NCP Server object). If you modify the resource name, ensure that the name conforms to
the resource naming conventions as described in Section 11.1.1, “Naming Conventions for Cluster
Resources,” on page 198.

Storage Object Default Name
Resource name <cluster name>_ <poolname>
Clustered Volume object name <cluster name>_ <volume name>

\\<cluster name>-<poolname>-SERVER\<volume name>

Virtual server name <cluster_names-<poolnames-SERVER

Location of Cluster, Server, and Storage Objects

The Server, Pool, Volume, Cluster Resource, and Cluster objects are recommended to be in the
same context (such as ou=ncs,o=novell). It is supported for the objects to be in the same context or
different contexts. If the objects are in different contexts, you might need to cluster migrate the pool
cluster resource back to the context where the pool was created in order to modify the pool or
volume, or to perform other tasks like setting up Distributed File Services junctions or home
directories. You receive an eDirectory error if the operation cannot find the information that it needs in
the same context.

Shared Storage

You should carefully plan how you want to configure your shared storage prior to installing Novell
Cluster Services. Consider the guidelines and requirements in the following sections when planning
your NSS storage solution.

+ Section 4.8, “Shared Disk Configuration Requirements,” on page 54

+ Section 4.9, “SAN Rules for LUN Masking,” on page 57

¢ Section 4.10, “Multipath I/O Configuration Requirements,” on page 57

NCP Server for Linux

NetWare Core Protocol (NCP) is the Novell networking protocol used by the Novell Client. NCP is
automatically selected as an advertising protocol when you cluster-enable an NSS pool. This is
necessary to provide authenticated access to data using the Novell Trustee model.

Novell Storage Services requires that the NCP Server for Linux service be installed and running on
each node in the server. NCP Server must be running even if users access volumes on the shared
NSS pool only via other protocols.

WARNING: Cross-protocol file locking is required when using multiple protocols for data access on
the same volume. This helps prevent possible data corruption that might occur from cross-protocol
access to files.

The NCP Cross-Protocol File Lock parameter is enabled by default when you install NCP Server. If
you modify the Cross-Protocol File Lock parameter, you must modify the setting on all nodes in the
cluster.
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13.1.7

NCP Server does not support cross-protocol locks across a cluster migration or failover of the
resource. If a file is opened with multiple protocols when the migration or failover begins, the file
should be closed and reopened after the migration or failover to acquire cross-protocol locks on the
new node.

See “Configuring Cross-Protocol File Locks for NCP Server” in the OES 2015 SP1: NCP Server for
Linux Administration Guide.

NCP Server for Linux is installed by selecting NCP Server and Dynamic Storage Technology from the
OES Services menu in the YaST install interface. For information about NCP Server for Linux, see
the OES 2015 SP1: NCP Server for Linux Administration Guide.

You must specify an NCP virtual server name for the cluster-enabled pool. By default, the suggested
name is in the form of <clusterName>-<poolName>-SERVER. YOU can accept the suggested name, or
specify a custom name for the NCP virtual server name. If you are also enabling CIFS as an
advertising protocol, you might want to choose an NCP virtual server name that can also be used as
the CIFS virtual server name. For information about using the NCP virtual server name as the CIFS
virtual server name, see Section 13.1.7, “Novell CIFS for Linux,” on page 245.

Novell CIFS for Linux

Common Internet File System (CIFS) is the Windows networking protocol. Novell CIFS allows you to
give clients access via CIFS to volumes on the shared NSS pool.

WARNING: To prevent possible data corruption, enable the NCP Cross-Protocol File Locks
parameter for NCP Server on all nodes in the cluster before you allow users to access the data. See
“Configuring Cross-Protocol File Locks for NCP Server” in the OES 2015 SP1: NCP Server for Linux
Administration Guide.

Novell CIFS must be installed, configured, and working properly before you can specify CIFS as an
advertising protocol when you cluster-enable an NSS pool. Otherwise, the CIFS option is not
available when you configure the resource. Novell CIFS for Linux is installed by selecting Novell CIFS
from the OES Services menu in the YaST install interface. For information about Novell CIFS for
Linux, see the OES 2015 SP1: Novell CIFS for Linux Administration Guide.

You must specify a CIFS virtual server name for the cluster enabled pool. You can accept the
suggested name, or specify a custom name for the CIFS virtual server name. The name can be up to
15 characters, which is a restriction of the CIFS protocol.

For users to collaborate effectively, all paths for user access should be identical, independent of the
access protocol used. This is possible only if the same name is used for the NCP virtual server name
and the CIFS virtual server name, and the name can be only up to 15 characters.

By default, the NCP virtual server name is suggested as the CIFS virtual server name. If the name is
more than 15 characters, the CIFS virtual server name uses the rightmost 13 characters and adds -w.
For example, an NCP virtual server name of CLUSTER1-P_USERS is modified to STER1-P_USERS-W for
the CIFS virtual server name. If a default NCP virtual server name was used in the form of
<clusterName>-<poolName>-SERVER and the name exceeds 15 characters, the CIFS virtual server
name uses the rightmost 13 characters of the <clusterName>-<poolName> part of the name, and
adds -w. For example, an NCP virtual server name of CLUS1-P123-SERVER is modified to cLus1-
p123-W for the CIFS virtual server name.

If an administrator user later changes the NCP virtual server name for a clustered pool, NSSMU
automatically modifies the CIFS virtual server name accordingly. To use a custom name for the CIFS
virtual server name, you can modify the CIFS virtual server name by using the CIFS management
tools. The custom CIFS name will not affect the NCP virtual server name.
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13.1.8

13.1.9

13.1.10

13.2

13.2.1

Novell AFP for Linux

Apple Filing Protocol (AFP) is the Macintosh networking protocol. Novell AFP is required when you
want to give Macintosh clients access via AFP to volumes on the shared NSS pool.

WARNING: To prevent possible data corruption, enable the NCP Cross-Protocol File Locks
parameter for NCP Server on all nodes in the cluster before you allow users to access the data. See
“Configuring Cross-Protocol File Locks for NCP Server” in the OES 2015 SP1: NCP Server for Linux
Administration Guide.

Novell AFP must be installed, configured, and working properly before you specify AFP as an
advertising protocol when you cluster-enable an NSS pool. Otherwise, the resource will be in a
comatose state, and cannot be brought online. Novell AFP for Linux is installed by selecting Novell
AFP from the OES Services menu in the YaST install interface. For information about Novell AFP for
Linux, see the OES 2015 SP1: Novell AFP for Linux Administration Guide.

Novell Samba

Novell Samba is supported for NSS pool cluster resources as an alternative to Novell CIFS. The
setup is not integrated in the Advertising Protocols options when you cluster-enable a pool. If you do
not use Novell CIFS, Novell Samba can be set up after you cluster-enable the pool. For information
about setting up Novell Samba for storage resources, see “Configuring Samba for LVM Volume
Groups and Novell Cluster Services” in the OES 2015 SP1: Novell Samba Administration Guide.

Novell Samba requires that users are enabled for Linux with Linux User Management (LUM). See
OES 2015 SP1: Linux User Management Administration Guide.

WARNING: To prevent possible data corruption, enable the NCP Cross-Protocol File Locks
parameter for NCP Server on all nodes in the cluster before you allow users to access the data. See
“Configuring Cross-Protocol File Locks for NCP Server” in the OES 2015 SP1: NCP Server for Linux
Administration Guide.

Domain Services for Windows

Cluster-enabled NSS volumes can be used in a Domain Services for Windows environment.

Guidelines for Using Pool Cluster Resources

Consider the guidelines in this section when working with shared NSS pools and volumes in the
cluster:

¢ Section 13.2.1, “Guidelines for Shared Pools,” on page 246
+ Section 13.2.2, “Guidelines for Shared Volumes,” on page 247

Guidelines for Shared Pools

+ When the pool cluster resource is brought online, the pool is automatically activated by the
resource load script. You typically do not activate the pool at the terminal console.

+ The unit of failover is the device (disk or LUN) that contains the pool. If you use multiple devices
in the pool, all of those devices must be failed over together.
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13.2.2

IMPORTANT: As a best practice, we recommend a single LUN (or device) per shared pool, and
one volume per pool. (one LUN=>one pool=>one volume)

+ If you delete a pool cluster resource, Novell Cluster Services automatically removes the Pool
Resource object and the virtual server object from eDirectory. After you delete the resource, you
can unshare the device and use the pool locally, or you can delete the pool and its volumes.

Ensure that you offline the cluster resource before you attempt to delete the cluster resource or
the pool. See Section 11.16, “Deleting Cluster Resources, or Disabling Clustering for a Pool,
LVM Volume Group, or Service,” on page 232.

+ Before you rename a cluster-enabled pool, ensure that you offline the pool resource, activate the
pool by using iManager or NSSMU, rename the pool, deactivate the pool, then online the pool
resource.

Novell Cluster Services automatically updates the pool resource load and unload scripts to
reflect the name change. Also, NSS automatically changes the Pool Resource object name in
eDirectory.

Guidelines for Shared Volumes

You must create at least one volume on a shared pool before you migrate it. As a best practice, we
recommend that you create only one volume per shared pool.

When you create a volume, commands are added to the pool resource load and unload scripts to
automatically mount and dismount the volume when the scripts run. You can modify the load script to
comment out the mount command so that you can manually mount the volume on a node in the
cluster where the pool resource has been activated.

Volumes on cluster-enabled pools do not appear as independent cluster resources. A cluster-enabled
volume does not have an associated load and unload script or an assigned IP address. If you want
each volume to be in a separate cluster resource, each volume must have its own pool.

When a server fails, the cluster resources fail over to other servers in the cluster. Because the cluster-
enabled pool fails over, all volumes in the pool also fail over, but only the volumes that have been
added to the load script are automatically mounted. Any volumes in the pool that are not in the load
script must be mounted manually. For this reason, volumes that you do not want to fail over should be
in separate pools that are not cluster-enabled.

When you create an encrypted NSS volume in a shared pool, you must mount the volume manually
by using NSSMU and enter the password. NSS uses the password to create a key. Instead of storing
it in the server memory as it does for non-shared volumes, NSS asks Novell Cluster Services to store
the key and to pass it to the other nodes. After all servers hold the key, the volume is available for
access as long as any one of the servers is still participating actively in the cluster. If all of the servers
in the cluster fail, you must repeat this manual mounting procedure when you recover the cluster and
restart services.

If you delete a volume from a cluster-enabled pool, Novell Cluster Services automatically removes
the volume mount command from the pool cluster resource load script.

Configuring and Managing Cluster Resources for Shared NSS Pools and Volumes 247



13.3 Initializing and Sharing a SAN Device

NSS pools can be up to 8 TB in size and use space from one or more devices. For clustered pool
resources, we recommend one device per pool. Each of the devices that you want to use for shared
pool must be initialized and marked as shareable for clustering.

You must initialize a device (disk or LUN) to set up its device format before you can create an NSS
pool on it. You can also initialize a device to wipe its current structure and reconfigure it. Only
initialized devices are visible to the NSS management tools when you create a pool.

Initializing a device formats it with an MSDOS or a GPT partitioning scheme. MSDOS supports
devices up to 2 TB in size. GPT supports devices of any size. The default is MSDOS. If the device
size is greater than 2 TB and the partitioning scheme is not specified, the default partitioning scheme
of MSDOS applies, and the device size is truncated to 2 TB with the remainder as unusable space.

WARNING: Initializing a device removes all partitions and data from the device. Do not initialize the
device that contains the operating system.

Devices that have never been initialized have a format of None. Devices that are being used for a
Novell Cluster Services SBD (split brain detector) partition also have a format of None; however, you
should not use initialization to remove an SBD partition. For information about removing an SBD
partition, see Section 10.18, “Creating or Deleting Cluster SBD Partitions,” on page 177. After the
SBD partition is removed, you can initialize the device.

You can initialize and share a device by using the Storage plug-in for iManager, the Novell Storage
Services (NSS) Management Utility (NSSMU), or the Novell Linux Volume Manager (NLVM)
command line interface.

¢ Section 13.3.1, “Initializing and Sharing a Device with iManager,” on page 248

¢ Section 13.3.2, “Initializing and Sharing a Device with NSSMU,” on page 249

+ Section 13.3.3, “Initializing and Sharing a Device with NLVM,” on page 250

13.3.1 Initializing and Sharing a Device with iManager

1 Ensure that the SAN device is attached to all nodes in the cluster.
2 Log in to iManager as an administrator user, then select Storage > Devices.

3 Browse to select the Cluster object (5”) of the cluster.

Selecting the Cluster object automatically selects the server that is currently the master node in
the cluster.

4 From the Devices list, select the device where you want to create the pool.

5 If the device has not been previously initialized or if you want to delete the current partitioning
structures on the device, click Initialize Disk, then click OK to confirm and continue.

WARNING: Initializing a disk destroys all of the data on it.

6 If you are prompted, specify whether to use the GPT or DOS patrtitioning scheme, then click OK
to complete the initialization.

GPT can be used for any size device. DOS supports devices up to 2 TB in size.
Wait for the page to refresh before continuing.

7 In the Details area, select the Shareable for Clustering check box, then click OK to apply the
change.
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Devices ?

Manage and initialize a wide selection of physical and logical storage devices for the selected
server. Enable device sharing for those devices that you plan to use in a high-availability cluster
Manage priorities for connection path fallover, where available.

Server: [avalon.novell | @
Devices: Details:
Initialize Disk sda Name: sdb
|| o wnber: 8
Set Default Path | | S9¢ Miror Number: 16
Reset Registry Shareable for Clustering
MER Type:
O pos @ gpT
Capacty 10102 MB

Used Space: 32KB

Free Space: 10101.95 MB

Poals: <E
Number of Pools:
Partitions: Free-sdbl_r % |[g]
Status: 0% Remirrored, Unknown

oK Cancel Apply

8 Repeat Step 4 through Step 7 for each device that you want to use in the pool.
9 ExitiManager.

10 Continue with Section 13.4.1, “Creating a Cluster-Enabled Pool and Volume with iManager,” on
page 251.

13.3.2 Initializing and Sharing a Device with NSSMU

1 Ensure that the SAN device is attached to all nodes in the cluster.
2 Log in as the root user to the master node in the cluster, then open a terminal console.

3 At the command prompt, enter:
nssmu

4 In the NSSMU, select Devices and press Enter.
5 In the Devices list, select the device where you want to create the pool.

6 If the device has not been initialized or if you want to delete the current partitioning structures on
the device, press F3 to initialize the selected device, then press Y (Yes) to confirm and continue.

WARNING: Initializing a disk destroys all of the data on it.

7 Specify whether to use the GPT or DOS patrtitioning scheme, then click OK to complete the
initialization.
GPT can be used for any size device. DOS supports devices up to 2 TB in size.
Wait for the page to refresh before continuing.
8 Press F6 to mark the device as shareable for clustering.
The Shareable for Clustering value changes from No to Yes.
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F3=Init FS=Refresh F6E=UnShare SPACE=Select/Unselect

9 Repeat Step 5 through Step 8 for each device that you want to use in the pool.
10 Exit NSSMU.

11 Continue with Section 13.4.2, “Creating a Cluster-Enabled Pool and Volume with NSSMU,” on
page 255.

13.3.3 Initializing and Sharing a Device with NLVM

1 Ensure that the SAN device is attached to all nodes in the cluster.
2 Log in as the root user to the master node in the cluster, then open a terminal console.
3 View a list of active devices by entering

nlvm list devices

4 Identify the device that you want to initialize. If a device contains data, be prepared to lose all
data on the device when you initialize it.

In the following example, the sdd and sde devices are uninitialized and display a format of None.
The clusl.sbd device is a mirrored RAID device that is used for the SBD partition of a cluster
named clusl. Do not select an SBD device.

avalon:~/Desktop # nlvm list devices

MName Slze Used Free Format Shared RAID Enabled
sda 11.00GE 9, 29GE 1.70GE MsDOS Mo Mo

sdb 102.00MB 102, 00ME QKB MsSDOS Yes Mo

sdc 102.00MB 102, 00MB QKB MSDOS  Yes Mo

sdd 512.00ME OKB CKBE  MNone Mo Mo

zde 512.00MB CKB OKB MNone Mo Mo
clusl34d.shd 99.57ME  99.57MB OKE  MNone Yes 1 Yes

5 Initialize the device by entering
nlvm [--force] [--no-prompt] init <device name> [format=<gpt|msdos>] shared

For command usage information, see “Init Device” in the OES 2015 SP1: NLVM Reference.

You are automatically prompted to confirm the initialize action. Respond Y (Yes) or N (No). Use
the --no-prompt NLVM option to suppress the confirmation.

Replace device_name with the node name of the device to be initialized, such as sde. The
device name must be the first option after init.

Specify gpt or msdos as the partitioning scheme to use when formatting the device.
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13.4

13.4.1

The shared option marks the device as shareable for clustering after the initialization is
complete. A small partition is created on the device to store the shared setting.

For devices that contain data, you can specify the --force option to force the initialization if the
init command cannot delete any pools on the disk.

For example, to initialize a device with the MSDOS partitioning scheme and mark it as shareable
for clustering, enter

nlvm init sde format=msdos shared

6 List details about the device to verify that the device is formatted, and the amount of free space
has increased.

nlvm list device <device name>
For example, enter

nlvm list device sde

avalon:~/Desktop # nlvm list device sde

Mame= sde
Size=512.00MB(1048576) Used=32KB(64) Free=511.95MB(1048479)
Format=GPT Shared=Mo RAID=No M:M=8:80 H:S=255:32

Creating Cluster-Enabled Pools and Volumes

After you have installed and configured Novell Cluster Services, you can create a pool cluster
resource by creating a cluster-enabled NSS pool and volume.
¢ Section 13.4.1, “Creating a Cluster-Enabled Pool and Volume with iManager,” on page 251
¢ Section 13.4.2, “Creating a Cluster-Enabled Pool and Volume with NSSMU,” on page 255

Creating a Cluster-Enabled Pool and Volume with iManager

1 Ensure that the SAN device is attached to all of the nodes in the cluster.
2 Log in to iManager as an administrator user.

3 If you have not already done so, initialize and share the device you want to use for the clustered
pool.

See Section 13.3, “Initializing and Sharing a SAN Device,” on page 248. We recommend one
device per pool. If you use multiple devices, each device must be marked as Shareable for
Clustering.

4 Create a clustered pool:

4a In Roles and Tasks, select Storage > Pools.

4b Browse to select the Cluster object (ir’) of the cluster.

Selecting the Cluster object automatically selects the server that is currently the master
node in the cluster. The shared device will be assigned to this server and the pool and
volume will be created there. After you create the clustered pool and volume, you can
modify the resource’s preferred node order, then cluster migrate the volume to its most
preferred node.

4c Click the New link to open the New Pool wizard.
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4d Specify the new pool name, pool type, select the Upgrade Media to Support AD Users if you
want to provision NSS resources to the Active Directory users, then click Next.

New Pool

Enter a name

Pool Mames range from 2 to 15 characters and can contain A-Z, 0-9, _, !, @, #5, %, &, ( and ). They
cannot start or end with _ (underscore) and cannot contain __ (consecutive underscores), and the only
special character allowed in shared pool names is _ (underscore).

Name:

Pool Type:
NS532 ~ Upto 8TB

[l Upgrade Media to Support AD Users

=z Back | Hext == | Cancel |

NOTE: In OES 2015 or later, if you want an NSS32-bit pool to support AD users, select
Upgrade Media to Support AD Users. All NSS64-bit pools are by default AD media
upgraded.

For more information, see Creating a Pool in the OES 2015 SP1: NSS File System
Administration Guide for Linux.

4e Select the check box next to the shared device where you want to create the pool, then
specify the size of the pool. We recommend one that you use one device per pool.

4f Select or deselect the Mount On Creation option.

The Mount On Creation option determines if the pool you are creating is to be activated (the
resource is brought online) as soon as it is created.

The option is enabled by default. This allows you to create volumes immediately after you
create the clustered pool. Default settings apply to the pool cluster resource and scripts, but
you can modify them later.

If you deselect the option, you can configure the resource and modify the scripts before you
bring the resource online for the first time. You must bring the pool cluster resource online
before you can create volumes on it.

4g Select the Cluster Enable on Creation check box.
This option is selected by default if the device is shared.

If you deselect this option, you are not shown the Cluster Pool Information page. After you
create a volume on the non-clustered pool, you can cluster-enable the pool and volume as
described in Section 13.5, “Cluster-Enabling an Existing NSS Pool and Its Volumes,” on
page 259.

4h Select the Force Create check box, when you are creating a shared cluster pool that is
media upgraded to support AD users, all cluster nodes from where the pool may be
accessed must be upgraded to OES 2015 or later. If you have a mixed cluster node
environment, where all your cluster nodes are not on OES 2015 or later, select the Force
Create check box to force the pool creation. This shared cluster pool cannot be loaded on
nodes earlier than OES 2015.
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4i On the Cluster Pool Information page, specify the following information:

Parameter Action

Virtual Server Name (Optional) The default virtual server name for the resource is the cluster
name plus the cluster resource name. For example, if the cluster name is
clusterl and the pool cluster resource name is POOL1_SERVER, then the
default virtual server name is CLUSTER1 - POOL1 - SERVER.

You can use the suggested name, or specify a different Virtual Server
name for the cluster resource.

You can modify the cluster resource name after the resource has been
created by using the cluster rename command. See Section 11.15,

“Renaming a Cluster Resource,” on page 231. Changing the resource
name does not modify the pool name or the virtual server name.

CIFS Server Name (Optional) If Novell CIFS is installed and running, you can use this field to
specify the name of the CIFS virtual server that CIFS clients see when they
browse the network.

If Novell CIFS is installed and running, but CIFS is disabled as an
advertising protocol, this field is not available (dimmed).

If Novell CIFS is not installed and running, this field value is
NOT_SUPPORTED.

CIFS is disabled by default as an advertising protocol. You can select the
CIFS check box to enable it. By default, the NCP virtual server name is
suggested as the CIFS virtual server name. For more information about
how the default name is determined, see Section 13.1.7, “Novell CIFS for
Linux,” on page 245. You can use the suggested name or specify a custom
name for the CIFS virtual server name.

If desired, specify a new name for the CIFS virtual server. The name can
be up to 15 characters, which is a restriction of the CIFS protocol.

IP Address Specify an IP address for the pool cluster resource. Tab between the
address fields. The address is IPv4 format, such as 10.10.10.243.

Each pool cluster resource requires its own unique IP address. The IP
address assigned to the pool remains assigned to the pool regardless of
which server in the cluster hosts the pool.

Advertising Protocols Select the check boxes of the advertising protocols (AFP, CIFS, NCP) that
you want to enable for data requests to this shared pool. NCP is required to
support authenticated access to data via the Novell Trustee model.

Selecting a protocol causes commands to be added to the pool cluster
resource’s load and unload scripts to activate the protocol for the resource.
This lets you ensure that the cluster-enabled pool is highly available to
users via the specified protocol.

If the Novell CIFS or Novell AFP protocols are not installed and running,
selecting the corresponding CIFS or AFP check box has no effect.

Online Resource after  The check box is deselected by default and dimmed so that you cannot
Create change the setting.

The pool is currently active on the server. You must deactivate the pool
from the server before attempting to bring the resource online. You should
also configure the resource load, unload, and monitor scripts before you
bring the resource online.
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Parameter Action

Define Additional Select the Define Additional Properties check box.

Properties ] ] o )
This allows you to configure the resource policies for the start, failover, and

failback modes, and to configure the preferred nodes.

4j Click Finish.

Typically, the pool creation takes less than a minute. However, if you have a large tree or if
the server does not hold an eDirectory replica, the create time can take up to 3 minutes.

The pool cluster resource should be online and active on the master node if the Mount on
Creation option was enabled in Step 4f.

5 Create a volume on the clustered pool.

Repeat the following procedure for each cluster volume that you want to create on the shared
pool. We recommend using only one volume per shared pool.

5a In iManager, select Storage, then select the Volumes.

5b Browse to select the Cluster object (P) of the cluster.

Selecting the Cluster object automatically selects the server that is currently the master
node in the cluster.

5¢c Click New.
5d Specify the new volume name, then click Next.
Each shared volume in the cluster must have a unique name across all nodes.

5e Select the check box next to the cluster pool where you want to create the volume, select
Allow the volume to grow to the size of the pool, then click Next.

5f Review and change volume attributes by selecting or deselecting the check boxes next to
the attributes.

The Backup and Salvage Files attributes are selected by default.

For information about volume attributes, see “Volume Attributes” in the OES 2015 SP1:
NSS File System Administration Guide for Linux.

5g Choose whether you want the volume activated and mounted when it is created, then click
Finish.
Typically, the volume creation takes less than 10 seconds. However, if you have a large tree
or if the server does not hold an eDirectory replica, the create time can take up to 3 minutes.

6 Verify that the pool cluster resource was created and is online.
6a In iManager, select Clusters > My Clusters.
6b Select the cluster.
If the cluster is not in the list, click Add, browse to select its Cluster object, then click OK.

6¢c On the Cluster Manager page in the Cluster Objects list, view the pool cluster resource,
such as POOL1_SERVER.

If the resource is online, the state is Running.
7 Continue with Section 13.6, “Configuring a Load Script for the Shared NSS Pool,” on page 265.
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13.4.2 Creating a Cluster-Enabled Pool and Volume with NSSMU

1 Ensure that the SAN device is attached to all of the nodes in the cluster.
2 On the master node, log in as the root user, then open a terminal console.

3 If you have not already done so, initialize and share the device you want to use for the clustered
pool.

See Section 13.3, “Initializing and Sharing a SAN Device,” on page 248. We recommend one

device per pool. If you use multiple devices, each device must be marked as Shareable for
Clustering.

4 Start NSSMU by entering nssmu at the command prompt.
5 Create a clustered pool:
5a From the NSSMU Main Menu, select Pools.

5b On the Pools page, press Insert, select a pool type, type a name for the new pool you want
to create, then press Enter.

Terminal
File Edit “iew Terminal Help

Pool Information

Share State: Sharable for Clustering

ElNSS32 Upto 8 TE
8 EB ME

7 Ins=Create Del=Delete F3=Expand FS=Rename F7=Deactivate -> Next QuitMenu .

5¢c From the list of available devices, select the shared device where you want the pool created
(such as sdc), then press Enter.

Select the device you marked as shared for this purpose in Section 13.3, “Initializing and
Sharing a SAN Device,” on page 248.

5d Specify the amount of space (in MB) to use, then press Enter.
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Ins/ENTER=Select Del=Remove F3=Accept Select list U=Up D=Down ESC/Q=Prev Menu

5e Press F3 to accept the device and size settings.

The Cluster Pool Information page opens automatically because the selected device is
shared.

Press (Y)es (N)o to set attributes ESC=Ex1t

5f For the Activate On Creation option, specify whether you want the pool to be activated
when it is created, then continue to the next field by pressing Enter.

The Activate On Creation option determines if the pool you are creating is to be activated
(the resource is brought online) as soon as it is created.

The option is set to Yes (enabled) by default. This allows you to create volumes immediately
after you create the clustered pool. Default settings apply to the pool cluster resource and
scripts, but you can modify them later.

If you set the value to No (disabled), you can configure the resource and modify the scripts
before you bring the resource online for the first time. You must bring the pool cluster
resource online before you can create volumes on it.

5g Specify Yes for the Cluster Enable on Creation option.
This option is selected by default if the device is shared.

If you set the value to No, the values you set on the Cluster Pool Information page are
ignored, and a pool cluster resource is not created. After you create a volume on the non-
clustered pool, you can cluster-enable the pool and volume as described in Section 13.5,
“Cluster-Enabling an Existing NSS Pool and Its Volumes,” on page 259.
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5h On the Cluster Pool Information page, specify the following information:

Parameter

Action

Virtual Server Name

(Optional) You can use the suggested name or specify a custom name for
the NCP Virtual Server name. The default NCP virtual server name for the
resource is the cluster name plus the cluster resource name. For example,
if the cluster name is cluster1 and the pool cluster resource name is
POOL1_SERVER, then the default virtual server name iS CLUSTER1 - POOL1 -
SERVER.

To modify the resource’s virtual server name, select the default name,
press Enter, specify a new NCP Virtual Server name for the cluster
resource, then press Enter.

You can modify the cluster resource name after the resource has been
created by using the cluster rename command. See Section 11.15,

“Renaming a Cluster Resource,” on page 231. Changing the resource
name does not modify the pool name or the virtual server name.

CIFS Server Name

(Optional) If Novell CIFS is installed and running, you can use this field to
specify the name of the CIFS virtual server that CIFS clients see when they
browse the network.

This field is blank by default if Novell CIFS is installed and running, but
CIFS is disabled (set to No) as an advertising protocol.

If Novell CIFS is not installed and running, this field value is
NOT_SUPPORTED.

CIFS is disabled by default as an advertising protocol. To enable CIFS as
an advertising protocol, press the down-arrow to go to the CIFS field, then
press y (Yes) to enable CIFS. By default, the NCP virtual server name is
suggested as the basis for CIFS virtual server name. For more information
about how the default name is determined, see Section 13.1.7, “Novell
CIFS for Linux,” on page 245. You can use the suggested name or specify
a custom name for the CIFS virtual server name.

To modify the name, press the up-arrow to go the CIFS Server Name field,
press Enter to select the suggested name, specify a new name for the
CIFS virtual server, then press Enter. The name can be up to 15
characters, which is a restriction of the CIFS protocol.

IP Address

Press enter to select the field, specify an IP address for the pool cluster
resource, then press Enter. Specify the address in IPv4 format, such as
10.10.10.243

Each pool cluster resource requires its own unique IP address. The IP
address assigned to the pool remains assigned to the pool regardless of
which server in the cluster is accessing the pool.
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Parameter Action

Advertising Protocols Press y (Yes) to enable an advertising protocol (AFP, CIFS, NCP) that you
want to enable for data requests to this shared pool. Do not disable NCP;
NCP is required to support authenticated access to data via the Novell
Trustee model.

Selecting a protocol causes commands to be added to the pool cluster
resource’s load and unload scripts to activate the protocol for the resource.
This lets you ensure that the cluster-enabled pool is highly available to
users via the specified protocol.

If the Novell CIFS or Novell AFP protocols are not installed and running,
enabling the corresponding CIFS or AFP option has no effect.

5i Select Apply to create and cluster-enable the pool.

Typically, the pool creation takes less than a minute. However, if you have a large tree or if
the server does not hold an eDirectory replica, the create time can take up to 3 minutes.

6 Press Esc to return to the NSSMU Main Menu.
7 Create a volume on the clustered pool.

Repeat the following procedure for each cluster volume that you want to create on the shared
NSS pool. We recommend using only one volume per shared pool.

7a On the NSSMU Main Menu, select Volumes.

7b On the Volumes page, press Insert, type a name for the new volume you want to create,
then press Enter.

Each shared volume in the cluster must have a unique name across all nodes.
7c Specify Y(es) to encrypt volume or N(0) to create a regular volume.

7d From the list of available pools, select the clustered pool where you want the volume to
reside, then press Enter.

The new volume appears in the list of volumes.

Typically, the volume creation takes less than 10 seconds. However, if you have a large tree
or if the server does not hold an eDirectory replica, the create time can take up to 3 minutes.

7e (Optional) From the list of volumes, select the newly created volume, press F8 to view more
options, press Enter to open the Properties page to review and change volume attributes,
then select Apply and press Enter to save any changes.

The Backup and Salvage Files attributes are selected by default.

For information about volume attributes, see “Volume Attributes” in the OES 2015 SP1:
NSS File System Administration Guide for Linux.

8 Exit NSSMU.

9 Verify that the pool cluster resource was created and is online.
9a IniManager, select Clusters > My Clusters.
9b Select the cluster.

9c On the Cluster Manager page in the Cluster Objects list, view the pool cluster resource,
such as POOL1_SERVER.

If the resource is online, the state is Running.
10 Continue with Section 13.6, “Configuring a Load Script for the Shared NSS Pool,” on page 265.
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13.5

Cluster-Enabling an Existing NSS Pool and Its
Volumes

Cluster-enabling an existing pool allows it (and its volumes) to be moved or mounted on different
servers in the cluster in a manner that supports transparent client reconnect. This makes the data
highly available to users.

You might need to cluster enable an existing pool in at least the following situations:

+ You are converting stand-alone servers with SAN attached devices to a cluster.
+ You are migrating NSS pools between two separate clusters.

In this scenario, you must create a Pool object and Volume objects in the new cluster context by
using the Update eDirectory option in NSSMU or the Storage plug-in for iManager.

+ You are creating a cluster resource from a storage-based snapshot.

In this scenario, you must create a Pool object and Volume objects for the activated pool
snapshot and its volumes by using the Update eDirectory option in NSSMU or the Storage plug-
in for iManager.

When you cluster-enable the exiting pool, its pool and volume information will be added automatically
to the load, unload, and monitor scripts for the pool cluster resource. In addition, the volume entry is
automatically removed from the /etc/fstab so that the pool cluster resource load script controls
when the volume is mounted.

Before you cluster-enable the pool, we recommend that you deactivate it. The Online Resource after
Creation option and pool state on the node when you begin determines the resource state and pool
state after the resource is created, as described in the following table:

Pool State on Online Resource Pool State after the Resource Is Created
the Node Resource State after

After Creation Creation

Setting
Deactive Selected Online Active as a resource on a preferred node.
Deactive Deselected Offline Deactive.

Modify the resource settings and scripts as needed, then
bring the resource online on a preferred node.

Active Deselected Offline Active locally on the same node, even if the node is a
preferred node.

Modify the resource settings and scripts as needed,
deactivate the pool locally, then bring the resource online
on a preferred node.

Active Selected Comatose Active locally on the same node, even if the node is a
preferred node.

Take the comatose resource offline. Modify the resource
settings and scripts as needed, deactivate the pool locally,
then bring the resource online on a preferred node.

The default name of a pool cluster resource is the pool name plus the word “SERVER”, such as
POOL1_ SERVER. You can modify the resource name after the resource has been created by using the
cluster rename command. See Section 11.15, “Renaming a Cluster Resource,” on page 231.
Changing the resource name does not modify the pool name or the virtual server name.
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After the pool cluster resource is brought online, users can access the cluster-enabled volume by
using the IP address or virtual server name of its pool cluster resource. The default virtual server
name of the resource is the cluster name plus the default cluster resource name, such as CLUSTER1 -
POOL1-SERVER. You can specify the name of the resource’s virtual server name when you cluster-
enable the pool.

The procedure in this section describes how to enable clustering for an existing pool and its volumes.
It assumes the following:
+ The pool contains at least one volume.

+ The pool name meets the naming conventions supported by Novell Cluster Services. See
“Naming Conventions” on page 243.

If the pool name contains special characters, rename the pool by using NSS management tools.
See “Renaming a Pool” in the OES 2015 SP1: NSS File System Administration Guide for Linux.

+ The pool and its volumes have Storage objects in the eDirectory tree where you are setting up
the cluster.

If the Pool and Volume objects are missing, you can create (or re-create) them in eDirectory by

using the Update eDirectory option in the Storage plug-in for NSS or in NSSMU. You can do this
from any node in the cluster. See “Updating eDirectory Pool Objects” and “Updating eDirectory

Volume Objects” in the OES 2015 SP1: NSS File System Administration Guide for Linux.

+ The pool resides on a disk that has been enabled as Sharable for Clustering. If it is not shared,
mark the device as shareable. You can use NSSMU, the nlvm share command, or the Storage
> Devices task in Novell iManager to change the device’s share state.

+ Each pool resource requires its own unigue static IP address that is in the same IP subnet as the
cluster IP address.

+ To add CIFS as an advertising protocol when you cluster-enable an existing pool, you must
install and configure Novell CIFS on the server, and ensure that the CIFS daemon is running and
functioning properly before you begin. The CIFS daemon should also be running before trying to
online the resource.

+ To add AFP as an advertising protocol when you cluster-enable an existing pool, you must install
and configure Novell AFP on the server, and ensure that the AFP daemon is running and
functioning properly before you begin. The AFP daemon should also be running before trying to
online the resource.

+ |f you use special settings for mounting the volume, you must manually add those settings to the
load script before you bring the resource online.

To cluster-enable an existing NSS pool:

1 Ensure that the SAN device is attached to all of the nodes in the cluster.
2 Log in to iManager as a cluster administrator user.
3 Deactivate the shared pool on the current server.
3a In Roles and Tasks, select Storage > Pools.
3b Browse to select the cluster where the pool is currently assigned.
3c Inthe Pools list, select the pool, then click Deactivate.
Wait until the page refreshes and confirms that the pool is deactive.

4 Verify that the device is marked as shareable for clustering. If the pool uses multiple devices, you
must verify the shared setting of each device.

4a In Roles and Tasks, select Storage > Devices.

4b Browse to select the cluster where the pool is currently assigned.
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4c Select the device to view its Details page.

4d If the Shareable for Clustering check box is deselected, select the check box, click Apply,
read the warning, then click Continue to enable sharing.

Marking the device as shareable automatically modifies the Shared attribute on the
eDirectory objects for the pools and volumes on the device.

Wait a couple of minutes before continuing to allow the attribute change to synchronize in
eDirectory. You can verify the change in the shared state of the pool and its volumes by
returning to the Pools page and Volumes page.
4e Repeat this process for each device that is used by the pool.
5 In Roles and Tasks, select Clusters > My Clusters, select the cluster, then click Cluster Options.

6 On the Cluster Options page, click the New link in the Cluster Objects toolbar.

7 On the Resource Type page, specify Pool (Iﬂ’) as the resource type you want to create by
clicking the Pool radio button.

My Clusters » clus1 nes novel > New Resouice

New Resource H
Resource Type Select the type of cluster resource fo create

@ [ Pool
() 4@ Resource

s Bmplate

<<Back | Mext>> | Cancel |

8 At the bottom of the Resource Type page, click Next.
The Cluster Pool Information page opens.

My Clusters > clus ncs.nevell = Hew Resouice

New Resource H
Cluster Pool Information Cluster-enable a pool.

Pool Name: || | =

CIFS Server Name:

Advertising Protocols:
O arp
L1 ars

<1 Nep

L] oniine Resource after Creation
Only select this option if you kave verified that the pool is in an de-active state. otherwise the resouice

will go comatose during creation
Define Additional Properties

<< Back Next »» Cancel
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9 On the Cluster Pool Information page, specify the following information:

Parameter

Action

Pool Name

Specify the Pool Name by browsing to select the Pool object (&#) of the pool
you want to cluster-enable, such as servername POOLC1_POOL.

Browse Search

Contents: iclick object to select)

Look in:
[novell |t o= upoelee)
(Example:novell) Pl P

I Ten e et mame] I & svalon FOOLCT POOL |
|'a= '| cus1 POOL D POOL

f‘Exalrple:A‘. Lar®, Bob)

After the pool is cluster enabled, the Pool object name is changed to
clustername POOLC1l_ POOL, SUCh as clusl POOLC1_POOL.

Virtual Server Name

(Optional) Change the default name of the Virtual Server for the cluster
resource.

The default virtual server name for the resource is the cluster name plus the
cluster resource name. The default name of a pool cluster resource is the pool
name plus the word “SERVER”, such as POOL1_SERVER.

For example, if the cluster name is clus1 and the pool cluster resource name
iS POOL1_SERVER, then the default virtual server name is CLUS1-POOL1- SERVER.

CIFS Server Name

If CIFS is enabled as an advertising protocol, specify the name of the CIFS
virtual server that CIFS clients see when they browse the network. The name
can be up to 15 characters, which is a restriction of the CIFS protocol.

By default, the NCP virtual server name is suggested as the CIFS virtual server
name. For more information about how the default name is determined, see
Section 13.1.7, “Novell CIFS for Linux,” on page 245. You can use the
suggested name or specify a custom name for the CIFS virtual server name.

If Novell CIFS is not installed and running, this field value is NOT SUPPORTED.

IP Address

Specify an IP address for the pool cluster resource.

Each pool cluster resource requires its own unique IP address. The IP address
assigned to the pool remains assigned to the pool regardless of which server in
the cluster is accessing the pool.

Advertising Protocols

Select the check boxes of the advertising protocols (AFP, CIFS, NCP) that you
want to enable for data requests to this shared pool. NCP is required to s